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Lecture 1: Classical field theory, Noether theorem, Tµν , scaling and conformal invariances

Consider classical field theory in RD given by the action

S =

∫

RD

L(Φ(x), ∂µΦ(x))dDx. (1)

For simplicity we consider here the case of one bosonic field Φ(x), but it can be a collection of fields, can
carry representation indices etc. The function L(Φ(x), ∂µΦ(x)) is called the Lagrangian density. There
are two conditions, which we require. First, is the locality: L(Φ(x), ∂µΦ(x)) should contain interactions
only in the same point, that is we forbid terms in the Lagrangian of the form Φ(x)Φ(x+a) etc. Second,
we assume that the Langrangian does not include higher derivatives. This is what in principle can be
violated, but we will not do it.

Having defined an action, one obtains equations of motion from the least action principle δS = 0.
They are (for simplicity Φ here is just one scalar field)

δS =

∫ (
∂L
∂Φ

δΦ+
∂L

∂
(
∂µΦ

)∂µδΦ
)
dDx =⇒ ∂L

∂Φ
− ∂µ

(
∂L

∂(∂µΦ)

)
= 0. (2)

The main task of the classical field theory is to solve equations of motion subject to certain boundary
conditions, initial data etc.

Special role is played by the Integrals of Motion and conservation laws. Their existence is related to
the Noether theorem, the relation between symmetries and conservation laws, which we briefly review
now. Suppose our theory has a family of continuous transformations

Φ(x)→ Φ̃(x) = F(x,Φ(x)),

such that the action does not change S[Φ(x)] = S[Φ̃(x)]. For example, consider F(x,Φ(x)) = Φ(x+a).
This is a continuous transformation corresponding to the translation x→ x+a. It is continuous because
the vector a varies. It can be taken arbitrary small, in this case the transformation F will be in the
vicinity of the identity transformation. Since our action is an integral over entire the space RD and the
Lagrangian L(Φ(x), ∂µΦ(x)) does not depend explicitly on coordinates, which we assume, the action is
invariant.

Another example: F(x,Φ(x)) = Φ(Λx), where Λ ∈ SO(D), corresponds to rotations (Lorentz
transformation). The action is invariant if the derivatives enter the action in SO(D) invariant way. The
most general invariant Lagrangian of one bosonic field with at most two derivatives is

L = (∂µΦ)
2 + V (Φ), (3)

where V is an arbitrary functions.
Another important example of the symmetry involves only transformation of the fields. For example,

consider complex scalar field
X = Φ1 + iΦ2,

with the Lagrangian

L =
1

2
∂µX∂µX

∗ + V (|X|2) = 1

2

((
∂µΦ1

)2
+
(
∂µΦ2

)2)
+ V

(
Φ2

1 + Φ2
2

)
.
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This action is manifestly invariant under arbitrary U(1) rotation

X → eiαX, X∗ → e−iαX∗,

again a continuous symmetry.
Given a symmetry, one derives Noether current. Suppose that our theory admits a family of trans-

formations indexed by a continuous parameter ǫ

Φ(x)→ Φ̃(x) = F(x,Φ(x)) = Φ(x) + ǫf
(
x,Φ(x)

)
+O(ǫ2),

such that the action does not change S[Φ(x)] = S[Φ̃(x)]. Consider the following infinitesimal transfor-
mation

Φ(x)→ Φ(x) + ǫ(x)f
(
x,Φ(x)

)
+O(ǫ2)

where, what is important, ǫ(x) depends on a position x. Then the corresponding variation of the action
S takes the form (here we assume that the action contains at most first derivatives)

δS =

∫ (
ǫ(x)J(x) + ∂µǫ(x)Kµ(x)

)
dDx,

with some J(x) and Kµ(x). By assumption, δS = 0 for constant ǫ. This is possible if (we assume no
boundary issues here)

J(x) = ∂µJµ(x),

and hence

δS =

∫ (
Kµ(x)− Jµ(x)

)
∂µǫ(x)d

Dx = −
∫
∂µ

(
Kµ(x)− Jµ(x)

)
ǫ(x)dDx.

What we just made is an arbitrary variation of the action. It should vanish ”on-shell”, i.e. provided
that classical equations of motion (2) are satisfied. But the function ǫ(x) is arbitrary. This implies that
jµ(x) = Kµ(x)− Jµ(x) satisfies the continuity equation

∂µjµ(x) = ∂µ (Kµ(x)− Jµ(x)) on-shell
= 0. (4)

The current jµ is usually referred as Noether current.
The continuity equation (4) then implies the conservation law. Namely, by Stokes theorem we have

∮

∂M
jµ(x)dσµ =

∫

M
∂µjµ(x)d

Dx = 0,

for any closed “surface” ∂M. In particular, if we take M to be very large cylinder between the two
time slices x1 = t1 and x1 = t2, we get1

Qt1 = Qt2 , where Qt =

∫
j1(x)d

D−1x
∣∣∣
t
.

Among other Noether currents, the one, called the stress-energy tensor, will be primarily important
for us. It is conserved due to invariance of the action under translations. Consider variation of the

1We note that the choice of the time slice is not canonically defined.
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action (1) under arbitrary coordinate transformations x → x + ǫ(x). In other words, we compute the
response of the action (1) to the substitution Φ(x)→ Φ(x+ ǫ(x)) = Φ(x) + ǫµ(x)∂µΦ(x) + . . .

δǫS =

∫

RD

[
ǫν

(∂L
∂Φ

∂νΦ+
∂L

∂(∂µΦ)
∂µ∂νΦ

)
+ ∂µǫν

∂L
∂(∂µΦ)

∂νΦ

]
dDx. (5)

First term in (5) equals to ǫν∂µ(δµνL) as a reflection of the fact that the action does not depend on x

explicitly and hence for constant ǫµ the variation should vanish. After integrating by parts we get

δǫS =

∫

RD

∂µǫν

(
∂L

∂(∂µΦ)
∂νΦ− δµνL

)
dDx

def
=

∫

RD

∂µǫνTµνd
Dx = −

∫

RD

ǫν∂µTµνd
Dx. (6)

On shell the variation (6) should vanish. Since the function ǫµ(x) is arbitrary it implies the continuity
condition for Tµν

∂µTµν = 0,

and hence conservation of the energy and momentum

E
def
=

∫
T11d

D−1x, Pi
def
=

∫
T1id

D−1x, i 6= 1.

Derivation given above leads to the definition of the stress-energy tensor as a response to the in-
finitesimal coordinate change

δǫS =

∫

RD

∂µǫνTµνd
Dx (7)

However, in some cases this derivation requires extra care. In fact Tµν is not canonically defined by (7)
as this definition contains intrinsic ambiguity. Indeed, in our example with one bosonic field one can
change the transformation rules Φ(x)→ Φ(x) + ǫµ(x)∂µΦ(x) + . . . to the more general ones

Φ(x)→ Φ(x) + ǫµ(x)∂µΦ(x) + ∂µǫν(x)Σµν [Φ(x)] + . . .

where Σµν [Φ(x)] are some functions of Φ(x) and . . . may contain higher derivatives of ǫ(x). The
stress-energy tensor changes as

Tµν =
∂L

∂(∂µΦ)
∂νΦ− δµνL+

(
∂L
∂Φ
− ∂λ

(
∂L

∂(∂λΦ)

))
Σµν + . . . (8)

We note that the additional term in (8) is proportional to equations of motion and hence both tensors
coincide on-shell. The stress-energy tensor without additional terms, i.e. given by

Tµν =
∂L

∂(∂µΦ)
∂νΦ− δµνL

is known as canonical stress-energy tensor.
In SO(D) invariant FT involving only scalar fields the canonical stress-energy tensor always comes

out to be symmetric Tµν = Tνµ. For example for the theory with multicomponent bosonic field Φ =
(Φ1, . . . ,Φn)

L =
1

2
(∂µΦ · ∂µΦ) + V (Φ),
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the stress-energy tensor has manifestly symmetric form

Tµν = (∂µΦ · ∂νΦ)− δµνL.

In general this is not the case, but in SO(D) invariant theories Tµν can always be made symmetric. It
can be seen as follows. Consider ǫν = ωνλxλ, where ωµν = −ωνµ, then from (7) we have

δǫS =
1

2

∫

RD

[
∂µωνλ (xλTµν − xνTµλ)− ωµν

(
Tµν − Tνµ

)]
dDx. (9)

For constant ωµν this variation should vanish for rotationally invariant theories, which implies

Tµν − Tνµ = ∂λfλµν , fλµν = −fλνµ.

Now we define the modified tensor

T̃µν
def
= Tµν − ∂λBλµν where Bλµν =

1

2

(
fλµν − fµλν − fνλµ

)
. (10)

We note that the tensor Bλµν is antisymmetric in first two indexes Bλµν = −Bµλν , which implies

∂µ∂λBλµν ≡ 0.

At the same time, we have
Bλµν − Bλνµ = fλµν ,

and hence the modified stress-energy tensor (10) is symmetric

T̃µν = T̃νµ.

This tensor is known as Belinfante tensor. Integrating by parts (9) one finds conservation of the angular
momentum current

∂µ
(
xνTµλ − xλTµν + fλµν

)
= ∂µ

(
xνT̃µλ − xλT̃µν

) def
= 0.

These difficulties can be overcome by adopting an alternative point of view and notice that the
change of fields Φ(x) → Φ(x + ǫ(x)) can be supplemented by the change of coordinates y = x + ǫ(x)
or x = y − ǫ(y) + . . . , such that the fields do not change, but we have to replace (infinitesimally)

∂

∂xµ
= (δµν + ∂µǫν)

∂

∂yµ
, dDx = (1− ∂νǫν)dDy.

Of course this variation leads to the same conclusion (6) with points redefinition x→ y. We note that
the transformation x→ x+ ǫ induces the following variation of the metric

gµν → gµν + δgµν , δgµν = −(∂µǫν + ∂νǫµ).

So, we come to an idea to define the stress-energy tensor as a response to the infinitesimal variation of the
background metric. Namely, we assume that the action (1) admits a covariant extension S[Φ]→ S[Φ, g].
Then we define the stress-energy tensor as the flat space limit of gravitational stress-energy tensor

Tµν = T gµν

∣∣∣
gµν→δµν

, (11)
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defined by

δS =
1

2

∫ √
g T gµνδg

µνdDx.

Equivalently the definition (11) can be written as

Tµν =

(
2√
g

δS

δgµν

) ∣∣∣∣∣
gµν→δµν

From this definition it is clear that Tµν = Tνµ.
Note, that in the flat space the definition (11) is still ambiguous, as one can add terms to the action,

which vanish at gµν → δµν . For example, one can add the so called dilaton term
∫
W (Φ)R

√
g dDx, (12)

where R is the scalar curvature and W (Φ) is arbitrary dilaton potential. This term disappears in the
flat space, however it affects the form of Tµν . The variation of the dilaton term has the form

δ

∫
W [Φ]R

√
g dDx = δ

∫
W [Φ]Rµνg

µν√g dDx =

∫
W [Φ]δRµνg

µν√g dDx+ . . . (13)

where terms shown by . . . do not contribute to Tµν at gµν → δµν . Using

δRµνg
µν = ∇µ∇νδg

µν −∇2
(
gµνδg

µν
)

and integrating by parts in (13), we find that dilaton term modifies Tµν as follows

Tµν → Tµν + 2
(
δµν∂

2 − ∂µ∂ν
)
W [Φ]

The most general term, which can be added to the action, and which gives a non-vanishing contri-
bution to Tµν in the limit gµν → δµν , but vanishes in this limit, is

∫
RµσνρYµσνρ(Φ)

√
g dDx, (14)

where Rµσνρ is the Riemann tensor for the background metric and Yµσνρ(Φ) is some local tensor field
which is antisymmetric in (µσ) and in (νρ), but symmetric with respect to exchange of these pairs.
This term gives the following contribution to the stress-energy tensor

Tµν → Tµν + 2∂σ∂ρYµσνρ.

The theory in which the terms like (14) and similar are absent called minimal covariant extension.
Consider electrodynamics

S =
1

4

∫
F 2
µνd

Dx, Fµν = ∂µAν − ∂νAµ

� Find canonical stress-energy tensor (i.e. pretending that Aµ’s are scalars).

� Find modified stress-energy tensor (i.e. treat Aµdx
µ as the one-form)

� Find gravitational stress-energy tensor

discuss the results.
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Solution. According to general formula the canonical stress-energy tensor has the form

T c
µν =

∂L
∂(∂µAλ)

∂νAλ − δµνL = Fµλ∂νAλ − δµνL.

This tensor is not symmetric and does not satisfy the condition

T c
µν − T c

νµ = ∂λfλµν

required for SO(D) invariance. In order to fix this issue, we consider more general transformation

Aλ → Aλ + ǫµ∂µAλ + ∂µǫνΣλµν .

It leads to the following modification of T c
µν

T c
µν → Tm

µν = T c
µν +

(
∂L
∂Aλ

− ∂ρ
(

∂L
∂(∂ρAλ)

))
Σλµν = T c

µν − ∂ρFρλΣλµν

The correct form of Σλµν is obtained from the transformation

Aλ(x)→ Aλ(x+ ǫ) + Aρ(x+ ǫ)∂λǫρ =⇒ Σλµν = δλµAν .

Thus we obtain
Tm
µν = T c

µν − ∂λFλµAν = Fµλ∂νAλ − ∂λFλµAν − δµνL,
and hence for the antisymmetric part we have

Tm
µν − Tm

νµ = Fµλ∂νAλ − Fνλ∂µAλ − (∂λFλµAν − ∂λFλνAµ)︸ ︷︷ ︸
∂λ(FλµAν−FλνAµ)−Fλµ∂λAν+Fλν∂λAµ

= FµλFνλ − FνλFµλ + ∂λ (FλνAµ − FλµAν)

So, we find that

fλµν = FλνAµ − FλµAν =⇒ Bλµν =
1

2

(
fλµν − fµλν − fνλµ

)
= FµλAν

Then the corrected stress-energy tensor has the form

T̃µν = Tm
µν − ∂λBλµν = FµλFνλ − δµνL,

which is manifestly symmetric.
On the other hand the gravitational stress-energy tensor is computed from the action

S =

∫ √
gFµνFµ′ν′g

µµ′gνν
′

dDx

Using the definition

Tµν =

(
2√
g

δS

δgµν

) ∣∣∣∣∣
gµν→δµν

and the relation

δ
√
g = −1

2

√
ggµνδg

µν ,
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one finds
Tµν = FµλFνλ − δµνL,

From now we assume that the theory has a symmetric stress-energy tensor defined by (7). Important
class of theories obey the property of scale invariance. Let us probe if the Poincaré invariant action
(3) is scale invariant as well. Namely, let F(x,Φ(x)) = λ∆Φ(λ · x), where ∆ is the so called scaling
dimension. Then we immediately see that the first term in the action (3) is invariant if

∆ =
D − 2

2
.

Then it is clear that V (Φ) has to be a powerlike Φn, where

n =
D

∆
=

2D

D − 2
.

We see, that n is rarely an integer. The only exceptions are: n = 6 for D = 3, n = 4 for D = 4 and
n = 3 for D = 6. The case D = 2 is exceptional because scalar field is dimensionless in this case and
we can not built scale invariant theory with power like potential. Instead we have Liouville theory

L =
1

2
(∂µΦ)

2 + eΦ,

which is scale invariant with F(x,Φ(x)) = Φ(λ · x) + 2 log λ.
Another scale invariant theory in two dimensions is known as non-linear sigma model

L = Gab(Φ)∂µΦ
a∂µΦ

b.

Here Φ = (Φ1, . . . ,ΦN) is the N−component bosonic field and Gab(Φ) is some matrix function (since
Φ is dimensionless this function is dimensionless). In string theory one interprets Φ as coordinates on
some “target” Riemanian manifoldM and Gab(Φ) as a metric on it.

The last, but not the least example is the Yang-Mills theory (here fundamental fields Aµ take values
in some simple Lie algebra, say su(N))

S =

∫
Tr(F 2

µν) d
Dx Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ].

To insure scale invariance both terms in Fµν should have the same scale dimension. From this condition
we find ∆ = 1. Then the action transforms

S → λ4−DS,

and hence this theory is scale invariant only in 4 dimensions.
Going back to the definition (7) we see that if the theory is scale invariant then we should have

∫
Θ dDx = 0 where Θ

def
= Tµµ,

which requires Θ = ∂µθµ, so that
Dµ = θµ − xνTµν

is a conserved current called the scale current.
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The scale invariance might imply the extended symmetry known as the conformal symmetry. For
example, one can notice that if θµ in turn is a gradient θµ = ∂µL then one can redefine Tµν

Tµν → T̃µν = Tµν +
1

D − 1

(
∂µ∂ν − δµν∂2

)
L (15)

to make it traceless2. This redefinition of Tµν corresponds to the dilaton term (12) in the curved space

W =
1

2(1−D)
L.

Let us consider λΦ4 theory in four dimensions

S =

∫ (
1

2
(∂µΦ)

2 + λΦ4

)
d4x.

While computing the stress-energy tensor, we are free to choose the transformation rule for the field Φ.
The only condition is that it is reduced to Φ(x) → Φ(x + ǫ) for constant ǫ. As we saw above Φ has
dimension 1 in D = 4. It suggests to consider the replacement

Φ(x)→
(
1 +

∂µǫµ
4

)
Φ(x + ǫ).

Then formula (8) implies that

Tµν = ∂µΦ∂νΦ− δµν
(
1

2
(∂Φ)2 + λΦ4

)
+

1

4
(4λΦ3 − ∂2Φ)Φδµν ,

where the last term corresponds to Σµν in (8). We see that this stress-energy tensor satisfies conditions
specified above, that is

Θ = −1
2
∂2Φ2,

and hence the improved stress-energy tensor (15) is traceless. The corresponding dilaton field has the
form W = Φ2

6
.

The vanishing of Θ implies the invariance under conformal transformations, whose infinitesimal form
is

∂µǫν + ∂νǫµ = c(x)δµν . (16)

It will be studied in the next lecture.

2For D > 2 it is enough to have Θ = ∂µ∂νLµν then the improved tensor

T̃µν = Tµν +
1

D − 2

(
∂µ∂λLλν + ∂ν∂λLλµ − ∂2Lµν − δµν∂λ∂ρLλρ

)
+

1

(D − 2)(D − 1)

(
δµν∂

2 − ∂µ∂ν
)
Lλλ

is traceless (see [1] for more details)
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Lecture 2: The conformal group

The transformation (16) is the infinitesimal form of the conformal transformation, that is an invertible
map x→ x′ which leaves the metric δµν invariant up to a scale

δρσ
∂x′ρ

∂xµ
∂x′σ

∂xν
= Λ(x)δµν . (17)

We note that Λ(x) = 1 corresponds to the Poincaré group consisting of rotations and translations. These
transformations preserve the distances, while the general conformal transformations only preserve the
angles.

In infinitesimal form we have the condition

∂µǫν + ∂νǫµ = f(x)δµν .

Contracting this equation with δµν we find that f(x) = 2
D
(∂ · ǫ) and hence

∂µǫν + ∂νǫµ =
2

D
(∂ · ǫ)δµν . (18)

Applying ∂ν we get (
1− 2

D

)
∂µ(∂ · ǫ) + ∂2ǫµ = 0.

Furthermore we take ∂ν and symmetrize µ↔ ν to find
(
1− 2

D

)
∂µ∂ν(∂ · ǫ) +

1

2
∂2 (∂µǫν + ∂νǫµ) = 0.

Finally, using (18), we find3

((
D − 2

)
∂µ∂ν + δµν∂

2
)
(∂ · ǫ) = 0 =⇒ (D − 1)∂2(∂ · ǫ) = 0

D>2
=⇒ ∂µ∂ν(∂ · ǫ) = 0. (19)

Another useful identity is obtained from (18) by taking ∂µ(18)νρ + ∂ν(18)µρ − ∂ρ(18)µν

2∂µ∂νǫρ =
2

D
(δρµ∂ν + δρν∂µ − δµν∂ρ) (∂ · ǫ). (20)

We see from (19) that the cases D = 2 and D > 2 are different. Let us consider the case D > 2 first.
Equation (19) implies that the function (∂ · ǫ) is linear4 and then equation (20) implies that ∂µ∂νǫp is
a constant. Henceforth ǫµ(x) are quadratic functions

ǫµ(x) = aµ + bµνx
ν + cµνλx

νxλ, (21)

3From (19) we see that for conformal invariance it is enough to have Θ = ∂µ∂νLµν for D > 2 and Θ = ∂2L for D = 2.
It follows from the fact that for conformal transformations the variation (7) takes the form

δǫS =

∫

RD

(∂ · ǫ)Θ dDx,

and hence in the virtue of (19) it can be integrated to zero if either Θ = ∂µ∂νLµν or Θ = ∂2L holds.
4Indeed ∂µ∂νf(x) = 0 for µ 6= ν implies that f(x) =

∑
µ fµ(xµ). And then ∂µ∂µf(x)(no summation in µ) implies that

fµ(xµ) is a linear function.
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subject to the condition (18). The constant term aµ is not constrained at all. It represents the infinites-
imal translations. The linear term bµν obeys

bµν + bνµ =
2

D
δµνbλλ. (22)

General solution to (22) is
bµν = αδµν + ωµν where ωµν = −ωνµ.

The antisymmetric part represents infinitesimal rotations, while the pure trace part corresponds to the
scale transformation x′µ = (1 + α)xµ.

So, we are left with the quadratic term cµνλ. Inserting (21) into (20), one finds

cµνρ = δνρζµ − δµρζν − δµνζρ where ζµ = − 1

D
cρρµ,

which corresponds to the infinitesimal transformation

x′µ = xµ − 2(x · ζ)xµ + ζµx2 + . . . ,

called the Special Conformal Transformation.
Finite conformal transformation can be obtained by exponentiation. They and the corresponding

generators acting on functions are summarized in the following table5

Transformation Generators

Translation x′µ = xµ + aµ Pµ = −i∂µ,
Rotation x′µ = Ωµνx

ν Lµν = i(xµ∂ν − xν∂µ),
Dilatation x′µ = λxµ D = −i(x · ∂),

SCT x′µ =
xµ + x2ζµ

1 + 2(ζ · x) + ζ2x2
Kµ = −i(x2∂µ − 2xµ(x · ∂))

One can check that SCT is indeed a conformal transformation with the scale factor Λ = (1 + 2(ζ ·x) +
ζ2x2)2. More intuitive way of thinking about the SCT comes from the formula

x′µ

x′2 =
xµ

x2
+ ζµ.

It means that we can define the special conformal transformations by combining an inversion with a
translation and then another inversion

xµ −→ xµ

x2
−→ xµ

x2
+ ζµ −→

xµ

x2 + ζµ

( x
x2 + ζ)2

=
xµ + x2ζµ

1 + 2(ζ · x) + ζ2x2
. (23)

5We note that

D = −i(x · ∂) = −i
D∑

µ=1

∂

∂ log xµ
=⇒ eiǫDf(x) = f (eǫx)

and

Kµ = −i(x2∂µ − 2xµ(x · ∂))
y= x

x
2

= −i ∂

∂yµ
=⇒ eiξ

µKµf(x) = f

(
xµ

x2 + ζµ

( x
x2 + ζ)2

)
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One can easily check that the inversion obeys (17), so does the SCT.
We note that the SCT is not globally well defined in RD. In particular the point

yµ = −ζ
µ

ζ2

is mapped to infinity. Therefore in order to define SCT globally, one usually considers conformal
compactification of RD which is SD, or the D-sphere.

It is interesting to identify the conformal algebra forD > 2, that is the Lie algebra of (Pµ,Lµν ,D,Kµ).
First, we compute the number of generators. Keeping in mind that Lµν is antisymmetric, we have

D +
D(D − 1)

2
+ 1 +D =

(D + 2)(D + 1)

2
.

We note that, it is equal to the size of SO(D + 2). The generators D, Kµ and Pµ, Lµν admit the
following commutation relations

[D,Pµ] = iPµ, [D,Lµν ] = 0, [D,Kµ] = −iKµ,
[Kµ,Kν ] = 0, [Kµ,Pν ] = −2i (δµνD + Lµν) , [Kλ,Lµν ] = i(δλµKν − δλνKµ),

(24)

plus those of Poincaré algebra

[Pµ,Pν ] = 0, [Pλ,Lµν ] = i(δλµPν − δλνPµ), [Lµν ,Lρσ] = i(δνρLµσ+ δµσLνρ− δµρLνσ− δνσLµρ). (25)

These commutation relations can be brought to the convenient form by defining

Jµν = Lµν , JD+2D+1 = D, JD+1µ =
1

2
(Pµ +Kµ), JD+2µ =

1

2
(Pµ −Kµ),

where JMN = −JNM . Then the new generators satisfy the relations of SO(D + 1, 1) Lie algebra

[JMN ,JRS] = i (ηNRJMS + ηMSJNR − ηMRJNS − ηNSJMR) ,

where ηMN is the diagonal matrix with Minkowski signature (1, 1, . . . , 1,−1).
It can be seen by explicit calculations and we leave it as an exercise, but it is better to derive it from

the following arguments. Consider the vector

X = (x1, . . . , xD,
1− x2

2
,
1 + x2

2
) ∈ R

D+1,1

It is not arbitrary, but subject to two additional constraints. First it is a “light-like” vector X2 =
x2 + (1−x2

2
)2 − (1+x2

2
)2 = 0. Second constraint is the condition XD+1 + XD+2 = 1, which defines the

section of the light-cone. This section is parameterized by x, which are our original coordinates in
RD. One can easily check that the induced metric on RD coincides with the flat metric. The group
SO(D + 1, 1) acts on RD+1,1 as

XM → ΛMNX
N . (26)

We want to project this action to our section: X2 = 0, XD+1 + XD+2 = 1. The first constraint is
preserved by this action, while the second transforms

1 = XD+1 +XD+2 → λ(X),

13



where λ(X) is some linear function. So, we just replace (26) by the transformation

XM → λ−1(X)ΛMNX
N , (27)

which certainly preserves both constraints. It remains to show that the transformation XM → λ(X)XM

is a conformal transformation of the light-cone (and hence of the section as well). Indeed

(
d(λX) · d(λX)

)
=
((
λdX + (∇λ · dX)X

)
·
(
λdX + (∇λ · dX)X

))
= λ2

(
dX · dX

)
,

where we have used X2 = 0, (X · dX) = 0. That is, that linear transformations Λ ∈ SO(D + 1, 1)
corresponds via (27) to the conformal transformations of RD, which we summarized in (24)-(25). For
example 



1 0 0 . . . . . . . 0 0
0 1 0 . . . . . . . 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . 0 0 0
. . . . . . . 0 1 0 0 0
. . . . . . . . . . 0 1 0 0

. . . . . . . . . . 0 0 λ+λ−1

2
λ−λ−1

2

. . . . . . . . . . 0 0 λ−λ−1

2
λ+λ−1

2




(28)

corresponds to dilations x→ λ−1x etc.
It is interesting to construct conformal invariants, that is functions F (x1, . . . , xN) which are invariant

with respect to all conformal transformations. Poincare invariance implies that F (x1, . . . , xN ) may
depend only on relative distances |xi − xj|, then the scale invariance implies that it can only depend
on the ratios

|xi − xj |
|xk − xl|

.

Finally, to insure the invariance under the SCT it is enough due to (23) to ensure the invariance with
respect to inversions. Using

(xi − xj)
2
xµ→ xµ

x2−−−−→ (xi − xj)
2

x2
ix

2
j

,

we see that we can built an invariant only through 4 points

u =
|x1 − x2||x3 − x4|
|x1 − x3||x2 − x4|

, v =
|x1 − x2||x3 − x4|
|x2 − x3||x1 − x4|

.

It means that the conformaly invariant function of four points is actually a function of two invariants
F (u, v). In general, there are N(N − 3)/2 invariants for N points. Indeed, the number of |xi − xj|’s is
N(N − 1)/2. Then write a monomial ∏

i<j

|xi − xj|mij .

Conformal invariance demands that each individual degree in xk is 0. That is

k−1∑

j=1

mjk +
N∑

j=k+1

mkj = 0.

14



So we have N equations for N(N − 1)/2 unknowns: N(N − 1)/2−N = N(N − 3)/2.
We note that these monomials are not algebraically independent for N ≥ D + 2. Indeed, after all

we have N points in D-dimensional space constrained by the conformal group. Hence the number of
algebraically independent cross-rations has to be

ND − (D + 2)(D + 1)

2
.

In particular, one has only 2(N − 3) independent cross-ratios for D = 2 and N − 3 for D = 1. For
example for D = 1 and for x1 > x2 > x3 > x4

u =
(x1 − x2)(x3 − x4)
(x1 − x3)(x2 − x4)

, v =
(x1 − x2)(x3 − x4)
(x2 − x3)(x1 − x4)

=⇒ v =
u

1− u.

The counting above does not work for N < D + 2, since there is a residual subgroup of the conformal
group that leaves N points invariant. So that we have, N(N − 3)/2 invariants for N < D + 2 and

ND − (D+2)(D+1)
2

for N ≥ D + 2.
Now, we consider the conformal group in two dimensions. We already saw that D = 2 is special (see

eqs (18), (19), (20)). Namely, the condition (18) reads

∂1ǫ1 = ∂2ǫ2, ∂1ǫ2 = −∂2ǫ1, (29)

which are nothing else as the Cauchy-Riemann equations in complex analysis: the complex function
whose real and imaginary parts satisfy (29) is holomorphic. Namely, we introduce the notations

z = x1 + ix2, z̄ = x1 − ix2, ∂ =
1

2
(∂1 − i∂2), ∂̄ =

1

2
(∂1 + i∂2), ǫ = ǫ1 + iǫ2, ǫ = ǫ1 − iǫ2.

Then (29) is equivalent to the statement

∂ǭ = ∂̄ǫ = 0. (30)

What we just obtained is merely the simple fact that in two dimensions any holomorphic function f(z)
give rise to the conformal transformation

ds2 = (dx1)2 + (dx2)2 = dzdz̄
z=f(w), z̄=f̄(w̄)−−−−−−−−−→

∣∣∣∣
df

dw

∣∣∣∣
2

dwdw̄,

or in infinitesimal form f(z) = z + ǫ(z). We note that doing holomorphic maps we regard the variables
z and z̄ as complex conjugated, so that the metric remains real.

We see that in D = 2 the conformal group is infinite dimensional and consists of all holomorphic
maps with the group multiplication being the composition of maps. This is to be compared to the
finite-dimensional conformal group in D > 2 dimensions, which is isomorphic to SO(D + 1, 1). It is
precisely this infiniteness, which makes the D = 2 case so special. Imposing this infinite symmetry, we
got infinitely many constraints on correlation functions and in some cases can compute them exactly.
There is, however, some subtlety which is related to the global definition of holomorphic maps. In fact,
the Cauchy-Riemann conditions (29)-(30) are defined only locally. They just kinematically guarantee
that the function ǫ(z) depends only on one variable z, but do not demand the corresponding map to be
defined everywhere and be invertible. By definition, the conformal group consists of all invertible and
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globally defined maps (keeping in mind that SCT requires to add “infinity” point to the manifold). We
will therefore distinguish between global and local conformal transformations in two dimensions. Let
us construct holomorphic invertible globally defined mappings f(z). Clearly, f(z) could not have any
essential singularities of branch points. Hence the only admissible singularities are the poles and then
f(z) is a rational function

f(z) =
P (z)

Q(z)
.

The polynomial P (z) could not have distinct zeroes because in this case the inverse image of 0 is not
well defined. The multiple zeroes are also not allowed, because the inverse function will be multiple
valued. So, the only possibility is the linear functions. The same arguments apply to the denominator
of f(z) when looking at the behavior near ∞. We conclude that

f(z) =
az + b

cz + d
with ad− bc = 1.

The last condition has been applied in order to fix the freedom (a, b, c, d)→ (λa, λb, λc, λd) which does
not change f(z). For each global map f(z) one associates a matrix

M =

(
a b
c d

)
∈ SL(2,C),

where SL(2,C) is the group of complex 2 × 2 matrices with unit determinant. One can easily verify,
that the composition of maps f2(f1(z)) corresponds to the matrix multiplication M2M1

f2(f1(z)) =
a2

(
a1z+b1
c1z+d1

)
+ b2

c2

(
a1z+b1
c1z+d1

)
+ d2

=
(a1a2 + b2c1)z + (a2b1 + b2d1)

(a1c2 + c1d2)z + (c2b1 + d2d1)
.

Furthermore, we note that even after imposing the condition ad − bc = 1 there is still a redundant
symmetry (a, b, c, d) → (−a,−b,−c,−d) that does not change f(z and we have to eliminate it. We
conclude that the group of global conformal transformations in two dimensions coincides with the
Möbius group SL(2,C)/Z2.

The Möbius group is a continuous 6-parametric group, which is known to coincide with the Lorentz
group in four dimensions group SO(3, 1) (more precisely its identity component) according to the spinor
map. Namely, we note that there is a natural map from R1,3 to the space of 2× 2 Hermitian matrices

(x0, x1, x2, x3)→ H =

(
x0 + x3 x1 − ix2
x1 + ix2 x0 − x3

)
(31)

such that the quadratic form becomes the determinant x20 − x21 − x22 − x23 = detH . Any matrix M ∈
SL(2,C) acts on Hermitian matrices by conjugation (the spin homomorphism)

H → M+HM.

The kernel of the spin homomorphism consists of two matrices M = ±I and hence we come to the
conclusion that the Möbius group SL(2,C)/Z2 is isomorphic to the identity component of SO(1, 3).

We note that SL(2,C) contains compact subgroup SU(2) ∈ SL(2,C)

z → az − b∗
bz + a∗

, |a|2 + |b|2 = 1, (32)
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and hence the Möbius group contains the compact subgroup SU(2)/Z2 ∼ SO(3). This group acts
transitively on a two-sphere. It is convenient to realize it as a surface in 3D space parameterized by
spherical angles θ ∈ [−π

2
, π
2
] and ϕ ∈ [0, 2π]

x1 = cos θ cosϕ, x2 = cos θ sinϕ, x3 = sin θ =⇒ x21 + x22 + x23 = 1

The action of SO(3) is inherited from (31)
(

x3 x1 − ix2
x1 + ix2 −x3

)
→
(
a∗ b∗

−b a

)(
x3 x1 − ix2

x1 + ix2 −x3

)(
a −b∗
b a∗

)
(33)

To see it geometrically, we switch to stereographic coordinates (z, z̄)

z =
cos θ

1− sin θ
eiϕ z̄ =

cos θ

1− sin θ
e−iϕ.

explained by the picture

θ zϕ

The stereographic projection provides the map from S2 to C + {∞} such that the north pole of S2 is
mapped to ∞.

The sphere S2 is homogeneous space for SO(3). Consider the element of SO(3): the rotation on
angle α around the axis which pierce the sphere at the points (θ, ϕ) and (−θ, π + ϕ) (antipodal point).
This element of SO(3) should correspond to some a and b in (33). Demanding that the points

z = z(θ, ϕ) and z = z(−θ, ϕ + π),

are the fixed points of the map (32), we find

a∗ = a− 2b tan θeiϕ, b∗ = −be2iϕ,
which can be solved by (remember the condition |a|2 + |b|2 = 1)

a = cos β + i sin θ sin β, b = i cos θ sin βe−iϕ,

for some β. Simple analysis shows that β = α/2.

Problems:

1. Find Noether current corresponding to the special conformal transformation (23).

2. Show, that (28) corresponds to dilations. Identify other elements of the conformal group as
elements of SO(D + 1, 1).
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Lecture 3: Stress-energy tensor in CFT, conformal Ward identities

We consider Euclidean, SO(D) invariant field theory with symmetric stress-energy tensor Tµν = Tνµ
defined by (7). Quantization of the theory amounts to consider functional integrals of the form

〈X〉 def= 1

Z

∫
Xe−S[Φ][DΦ], (34)

where X is a composite field. Usually, we take it in the form

X = O1(x1) . . .ON (xN),

where Or(xr)’s are some local fields

O(x) = F(Φ(x), ∂µΦ(x), . . . )

In principle, function F(. . . ) can be arbitrary. The only property which we require, is that the fields
finitely separated in the space are not allowed. The collection of all local fields is usually thought of as
a vector space. One can imagine it as

A = span{ΦN(x),ΦN(x)∂µΦ(x),ΦN(x)∂µ∂νΦ(x),ΦN (x)∂µΦ(x)∂νΦ(x), . . . } (35)

As we learn in Quantum Field Theory course the composite fields like ΦN(x) require renormalization.
So, the fields in (35) can be regarded as symbols for the true quantum fields. We will usually denote
them as Oj(x), j = 1, . . . ,∞, meaning that they form a basis in infinitedimensional vector space A.

At the moment we do not specify Oj(x)’s in (34) and try to work in general. The symbolic integration
in the right hand side in (34) is known to lack mathematically rigorous definition. Nevertheless, we
assume that the functional integral (34) exists and shares some properties of ordinary integral. In
particular, since in (34) we integrate over all functions Φ(x) we assume that the measure of integration
is invariant with respect to translations

D(Φ(x) + ǫ(x)) = D(Φ(x)),

where ǫ(x) is an arbitrary function. The value of the functional integral (34) should not change. It
leads to the following identity

N∑

k=1

〈O1(x1) . . . δǫOk(xk) . . .ON(xN)〉 =
∫

RD

ǫ(x)〈EOM(x)O1(x1) . . .ON(xN)〉 dDx, (36)

where

EOM(x) =
∂L
∂Φ
− ∂µ

(
∂L

∂(∂µΦ)

)

is the composite field which vanishes on-shell in classical field theory. Now, we note that the function
ǫ(x) is arbitrary. In particular, it can be taken to have no support at the point xk. Then the left hand
side of (36) should vanish by assumption of locality. Thus we have

〈EOM(x)O1(x1) . . .ON (xN )〉 = 0 for x 6= xk. (37)
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A field with this property, that is any correlation function involving this field vanishes unless its position
x coincides with one of the other insertion points, is called the redundant field. Equation of the form
(37) is usually referred as vanishing of correlation function up to contact terms.

There are, in principle, infinitely many redundant fields in QFT. Formally, their existence is related
to the more general transformations of integration variable in (34)

Φ(x)→ Φ(x) + ǫ(x)F [Φ(x)]. (38)

Generally, we do not known if the measure transforms covariantly under this change. If we would
known a Jacobian of this transformation we would find a new redundant field similar to EOM(x). An
important class of transformations (38) comes from the symmetries of the theory. Natural assumption
would be that if the action has some symmetry, then the measure should share the same symmetry as
well. For example, we expect that

D(Φ(x+ ǫ)) = D(Φ(x)), (39)

as a manifestation of the fact that the change x→ x+ ǫ just relabels the coordinates in the functional
integral. It is easy to justify the invariance (39) for a constant ǫ. But what if ǫ = ǫ(x) is a function, as
in 2D CFT? In general, this is the source of anomaly. We will discuss it later in our course.

Exactly, for the transformation Φ(x)→ Φ(x+ ǫ(x)) = Φ(x) + ǫµ(x)∂µΦ(x) + . . . we do not expect
measure issues. Therefore we have an identity

N∑

k=1

〈O1(x1) . . . δǫOk(xk) . . .ON(xN)〉 =
∫

RD

∂µǫν(x)〈Tµν(x)O1(x1) . . .ON (xN )〉dDx. (40)

In quantum field theory we take (40) as a definition of the stress-energy tensor.
From very general grounds one can assume that the variation of a local field can depend on ǫ(x)

and finitely many its derivatives

δǫO(x) = ǫµ(x)∂µO(x) + ∂µǫνOµν(x) + . . . , (41)

where Oµν(x) etc are some local fields. The fact that there are only derivatives of ǫ(x) in (41) reflects
general assumption of locality. The fact that there are finitely many terms in (41) is an assumption
that the spectra of dimensions of local fields is bounded from below.

Now, let Bk be the small ball surrounding the point xk, such that Bi ∩ Bj = ∅. Then we split the
integral in the r.h.s. in (40) as

∫

RD

=

N∑

k=1

∫

Bk

+

∫

R̄D

,

where R̄D ∪ B1 ∪ · · · ∪ BN = RD. The last integral can be transformed by parts

∫

R̄D

∂µǫν(x)〈Tµν(x)O1(x1) . . .ON (xN )〉dDx = −
∫

R̄D

ǫν(x)〈∂µTµν(x)O1(x1) . . .ON (xN )〉dDx+ b.t.

(42)
Where by b.t. we denoted the boundary terms. They are the sum of integrals over the boundaries of
all balls Bk. Now, let us take ǫ(x) of very special form (with no support at x = xk)

ǫ(x)
∣∣∣
Bk

= 0 for all k = 1, . . . , N.
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Then the first term in the right hand side of (42) is the only one who contributes and hence we have

〈∂µTµν(x)O1(x1) . . .ON (xN)〉 = 0 if x ∈ R̄
D. (43)

We note that we can take the balls Bk arbitrary small and hence (43) is valid for all x 6= xk, i.e. the
correlation function (43) vanishes everywhere except for some delta functions supported at the insertion
points x1 . . .xN . That is ∂µTµν is a redundant field.

Having in mind (43), we conclude that

N∑

k=1

〈O1(x1) . . . δǫOk(xk) . . .ON (xN )〉 =
N∑

k=1

∫

Bk

∂µǫν(x)〈Tµν(x)O1(x1) . . .ON (xN )〉dDx+ b.t.

Now, we specify everything to the case of D = 2 and scale Tµν → 1
2π
Tµν for future convenience. Using

the Green theorem ∫

D
∂µAµd

2x =

∮

∂D
εµνAµdx

ν ,

we find

N∑

k=1

〈O1(x1) . . . δǫOk(xk) . . .ON (xN)〉 =
1

2π

N∑

k=1

∫

Bk

∂µǫν(x)〈Tµν(x)O1(x1) . . .ON(xN)〉d2x−

− 1

2π

N∑

k=1

∮

∂Bk

ǫν(x)εµλ〈Tλν(x)O1(x1) . . .ON(xN)dxµ, (44)

where the contour integral goes in the counterclockwise direction. Since, ǫ is arbitrary we can take it
non-zero only in the vicinity of the point xk. In this case only one term of the sum contributes in (44).
We can rewrite (44), formally erasing an average sign, as

δǫO(x) =
1

2π

∫

Dx

∂µǫν(y)Tµν(y)O(x)d2y −
1

2π

∮

Cx
ǫν(y)εµλTλν(y)O(x)dyµ, (45)

where Dx is a small disk surrounding the point x and Cx is its boundary.
Now, suppose that our theory is conformally invariant, that is Tµν is traceless. In this case the first

term in (45) does not contribute for conformal transformations ∂µǫν + ∂νǫµ ∼ δµν . Moreover, taking
into account peculiarities of 2D geometry

ǫ1(x) + iǫ2(x) = ǫ(z),
1

4
(T11(x)− T22(x)− 2iT12(x))

def
= T (z),

ǫ1(x)− iǫ2(x) = ǭ(z̄),
1

4
(T11(x)− T22(x) + 2iT12(x))

def
= T̄ (z̄),

we find that

〈T (z)O1(z1, z̄1) . . .ON ((z1, z̄1))〉 and 〈T̄ (z̄)O1(z1, z̄1) . . .ON ((z1, z̄1))〉 (46)

are holomorphic and antiholomorphic functions respectively. Moreover variation of the field O(z, z̄)
under the conformal change of coordinates ǫ = (ǫ, ǭ): z → z + ǫ(z), z̄ → z̄ + ǭ(z̄) is

δǫO(z, z̄) =
1

2πi

∮

Cz
ǫ(ζ) T (ζ)O(z, z̄)dζ + 1

2πi

∮

Cz̄
ǭ(ζ̄) T̄ (ζ̄)O(z, z̄)dζ̄,
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where both contours Cz and Cz̄ go in the counterclockwise direction. It is important, that correlation
functions (46) not only holomorphic (antiholomorphic), but also single valued. It allows us to define
the holomorphic variation of local fields (assuming that ǫ(ζ) is single-valued as well)

δǫO(z, z̄) =
1

2πi

∮

Cz
ǫ(ζ) T (ζ)O(z, z̄)dζ.

Consider infinitesimal transformation of the very special form (note that here z is exactly the inser-
tion point O(z, z̄))

ǫn(ζ) = α(ζ − z)n+1 α≪ 1, n ≥ −1.
Variation of O(z, z̄) under this special conformal transformation we denote by LnO(z, z̄): δO =
αLnO(z, z̄). For generic ǫ the variation δǫO can be expressed in terms of (LkO) as

δǫO = ǫ(L−1O) + ǫ′(L0O) +
ǫ′′

2!
(L1O) +

ǫ′′′

3!
(L2O) + . . . (47)

At least two of these new fields LnO(z, z̄) we can identify

L−1O(z, z̄) = ∂O(z, z̄), L0O(z, z̄) = ∆OO(z, z̄),

where ∆O is called the conformal dimension of the field O6. Other fields LnO(z, z̄) are some new fields
which a priori are unrelated to the original one O(z, z̄). In general, we expect that (47) contains only
finitely many derivative terms, that is there should exists such N > 0, that

LnO(z, z̄) = 0 for n > N.

It is clear that conformal dimensions of the fields LkO are given by

∆LkO = ∆O − k.

We assume that the spectra of conformal dimensions {∆j} is bounded from below. Actually, we might
require even more and forbid negative conformal dimensions at all. It guaranties for example that the
two-point functions

〈O(z, z̄)O(z′, z̄′)〉 ∼ 1

|z − z′|4∆O
,

will fall at infinity. In any case, this restriction implies existence of primary fields, which we denote as
Φ, having the most simple variation (47)

δǫΦ(z) = ǫ(z)∂Φ(z) + ∆ǫ′(z)Φ(z),

or LnΦ = 0 for all n > 0. Under generic, not infinitesimal, holomorphic transformation primary fields
behave as generalized tensor fields

Φ(z)→
(
dw

dz

)∆

Φ(w).

6Similarly, one can define antiholomorphic conformal dimension ∆̄ as L̄0O = ∆̄O. Altogether it corresponds to the
following transformation rules

O(z, z̄)→ λ∆λ̄∆̄O(λz, λ̄z̄).
So that ∆ + ∆̄ can be identified with the scaling dimension and ∆− ∆̄ with the spin.
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From now on the notation Φ(z) will stick for primary field.
Consider the Ward identity

N∑

j=1

〈O1(z1) . . . δǫOj(zj) . . .ON (zN)〉 =
1

2πi

N∑

j=1

∮

Czj
ǫ(ζ)〈T (ζ)O1(z1) . . .ON (zN)〉dζ, (48)

We assume that the correlation function 〈T (ζ)O1(z1) . . .ON (zN)〉 is a single-valued function of ζ falling
at infinity (T (ζ) →

ζ→∞
0) with only possible singularities, the poles at the insertion point zj . Then, taking

ǫ(ζ) =
α

z − ζ , α≪ 1 (49)

where z 6= zj and using (48) and (47), we find

〈T (z)O1(z1) . . .ON (zN)〉 =
N∑

j=1

νj∑

k=0

1

(z − zj)k+1
〈O1(z1) . . .Oj−1(zj−1)Lk−1Oj(zj)Oj+1(zj+1)ON (zN)〉.

(50)
It is important to mention that in (48) the contours Czj are very small circles, so that z in (49) lies
outside of all Czj ’s. The formula (50) is known under the name of conformal Ward identity. It has a
particularly neat form for primary fields

〈T (z)Φ1(z1) . . .ΦN(zN )〉 =
N∑

k=1

(
∆k

(z − zk)2
+

∂k
z − zk

)
〈Φ1(z1) . . .ΦN(zN )〉. (51)

One can rewrite (51) in the form of operator product expansion (OPE)

T (ζ)Φ(z) =
∆Φ(z)

(ζ − z)2 +
∂Φ(z)

ζ − z + . . . (52)

where by . . . we denote terms regular at ζ → z. Similarly, from (50) we find that

T (ζ)O(z) = · · ·+ L2O(z)
(ζ − z)4 +

L1O(z)
(ζ − z)3 +

∆OO(z)
(ζ − z)2 +

∂O(z)
ζ − z︸ ︷︷ ︸

finitely many simgular terms

+ . . . (53)

Both relations (52) and (53) should be understood as (50).
Now, as we saw before, the conformal dimension of the field O differs from the conformal dimension

of some primary field Φ by an integer positive number. It suggests that, may be, O can be obtained
from Φ. To do so, we consider regular part of (52)

T (ζ)Φ(z) =
∆Φ(z)

(ζ − z)2 +
∂Φ(z)

ζ − z + L−2Φ(z) + (ζ − z)L−3Φ(z) + (ζ − z)2L−4Φ(z) + . . . , (54)

where L−kΦ(z) are, by definition, some new local fields (note that L−1Φ(z) = ∂Φ(z)). Their existence
can be justified by functional integral arguments and from (51). For example

L−2Φ(z) ≈ T (z)Φ(z), L−3Φ(z) ≈ T ′(z)Φ(z) etc,
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where the symbol ≈ means some kind of regularization. We will make it simpler and just postulate,
that (54) defines the new fields L−kΦ(z), which will be called descendant fields (but not only them). It
can be expressed as follows

L−kΦ(z) =
1

2πi

∮

Cz
(ζ − z)1−kT (ζ)Φ(z)dζ (55)

Using (51), one finds that

〈L−kΦ(z)Φ1(z1) . . .ΦN (zN )〉 =
1

2πi

∮

Cz
(ξ − z)1−k〈T (ξ)Φ(z)Φ1(z1) . . .ΦN (zN )〉 =

= L̂−k〈Φ(z)Φ1(z1) . . .ΦN (zN)〉, (56)

where the differential operator L̂(z, zk) is given by

L̂−k =
N∑

j=1

[
(k − 1)∆j

(zj − z)k
− ∂j

(zj − z)k−1

]
.

The equality (56) can be obtained as follows. We use the conformal Ward identity (51)

〈T (ξ)Φ(z)Φ1(z1) . . .ΦN(zN )〉 =

=

(
∆

(ξ − z)2 +
∂

ξ − z +
N∑

k=1

(
∆k

(ξ − zk)2
+

∂k
ξ − zk

))
〈Φ(z)Φ1(z1) . . .ΦN (zN)〉 (57)

where ∂ = ∂z , ∂k = ∂zk . Then (56) can be obtained from the condition of absence of pole at infinity

∮

Cz
+

N∑

j=1

∮

Czj
= 0. (58)

We note that (58) holds for k > 1 provided that the correlation function 〈T (ξ)Φ(z)Φ1(z1) . . .ΦN(zN )〉
falls at infinity. For k = 1 we have additionally to require

〈T (ξ)Φ(z)Φ1(z1) . . .ΦN(zN )〉 ∼
1

ξ2
(57)⇐⇒

(
∂ +

N∑

k=1

∂k

)
〈Φ(z)Φ1(z1) . . .ΦN (zN )〉 = 0, (59)

which is nothing else, but the condition of translation invariance of correlation function.
Now we have to derive conformal transformation properties for the field T (z) itself. Consider the

product

T (z)T (w) =
c

2(z − w)4 +
Λ(w)

(z − w)3 +
2T (w)

(z − w)2 +
T ′(w)

z − w + . . . (60)

Few comments are in order. First, the conformal dimension of T (z) is 2. Since it is a conserved current
its conformal dimension does not acquire quantum corrections. It can be easily seen by comparing
scaling properties of both sides of (53). Second, the most singular term in (60) is proportional to the
field of dimension 0. We assume that there is only one such field, namely the identity operator, and
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hence c in (60) is just a number. More singular terms are forbidden because of our assumption ∆ ≥ 0.
The field Λ = L1T should have dimension 1. Since the product T (z)T (w) is symmetric we also have

T (z)T (w) =
c

2(w − z)4 +
Λ(z)

(w − z)3 +
2T (z)

(w − z)2 +
T ′(z)

w − z + . . . (61)

Comparing (61) with (60) we find that Λ = 0. Therefore, under our assumptions we have

T (z)T (w) =
c

2(z − w)4 +
2T (w)

(z − w)2 +
T ′(w)

z − w + . . . , (62)

which is equivalent to the infinitesimal conformal transformation

δǫT (z) = ǫ(z)T ′(z) + 2ǫ′(z)T (z) +
c

12
ǫ′′′(z). (63)

This infinitesimal transformation can be “exponentiated” to

T (z)→
(
dw

dz

)2

T (w) +
c

12
{w, z}, (64)

where {w, z} is the Schwarzian derivative

{w, z} = w′′′

w′ −
3

2

(
w′′

w′

)2

=
w=z+ǫ

ǫ′′′ + . . .

In order to validate (64) we have to check the group property. It follows from the following property of
the Schwarzian derivative

{w, z} =
(
dζ

dz

)2

{w, ζ}+ {ζ, z}.

Moreover, one can check that {f, z} vanishes on functions f(z) = az+b
cz+d

, which correspond to global
conformal transformations. The fields with transformation laws like (63), i.e. which behave as primary
fields under Möbius transformations, are called quasi-primary or conformal.

Problems:

1. Derive basic properties of the Schwarzian derivative (see Wiki)
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Lecture 4: Conformal families, Virasoro algebra

In the last lecture we have defined descendant fields (55) and have shown that correlation functions
with one such field and arbitrary number of primary fields can be expressed through the correlation
function with primary fields only by some differential operator (56). In order to compute more general
correlation functions with multiple insertions of descendant fields

〈L−k1Φ(z1)L−k2Φ2(z2)Φ3(z3) . . .ΦN (zN )〉,

we have to use Ward identities with multiple T insertions

〈T (ζ)T (η)Φ1(z1) . . .Φn(zn)〉 =

=

[
N∑

j=1

(
∆k

(ζ − zk)2
+

∂k
ζ − zk

)
+
( 2

(ζ − η)2 +
∂η

ζ − η
)]
〈T (η)Φ1(z1) . . .Φn(zn)〉+

+
c

2(ζ − η)4 〈Φ1(z1) . . .Φn(zn)〉, (65)

which follow from the OPE of T with itself (62). In principle, using the multipoint analog of (65), we
can compute arbitrary correlation function of the form

〈L−k1Φ1(z1)L−k2Φ2(z2)L−k3Φ3(z3) . . . L−kNΦN (zN)〉 = D〈Φ1(z1) . . .ΦN (zN)〉.

It is given by some “hard to find”, but explicit, differential operator D, applied to the correlation
function involving primary fields only.

It is useful to find conformal transformation properties of the field L−kΦ(z). In a very general form
it is

T (ζ)L−kΦ(z) = · · ·+
(L2L−kΦ(z))

(ζ − z)4 +
(L1L−kΦ(z))

(ζ − z)3 +
(L0L−kΦ(z))

(ζ − z)2 +
(L−1L−kΦ(z))

ζ − z + . . . (66)

We remind that this formula is equivalent to the following transformation

δǫL−kΦ = ǫL−1L−kΦ + ǫ′L0L−kΦ +
ǫ′′

2
L1L−kΦ + . . .

The fields appearing in the singular part of (66) are, as we will see shortly, not new fields. The fields
from the regular part are new and will be denoted by L−lL−kΦ(z). From Ward identity we have

L−lL−kΦ(z) =
1

2πi

∮

Cz
(η − z)1−lT (η)L−kΦ(z)dη =

=
1

2πi

∮

Cz
(η − z)1−lT (η)

(
1

2πi

∮

Cz
(ζ − z)1−kT (ζ)Φ(z)dζ

)
dη.

This procedure can be repeated, producing an infinite tower of descendant fields

L−k1 . . . L−knΦ(z). (67)
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Cz zz

The descendant fields (67) are not all linearly independent. To see this consider the commutator

[Lm, Ln]O(z) = LmLnO(z)− LnLmO(z) =

=
1

2πi

∮

C2
(η − z)1+mT (η)

(
1

2πi

∮

C1
(ζ − z)1+nT (ζ)O(z)dζ

)
dη−

− 1

2πi

∮

C1
(ζ − z)1+nT (ζ)

(
1

2πi

∮

C2
(η − z)1+mT (η)O(z)dη

)
dζ.

Two integrals above look the same. The only difference is the order of contours C1 and C2. In the first
integral the contour C1 goes first around z and then the contour C2 encircles both the point z and the
contour C1. In the second integral the role of C1 and C2 is exchanged. Transforming both contours as
shown on the picture we find

[Lm, Ln]O(z) =
1

2πi

∮

C1
(ζ − z)1+n

(
1

2πi

∮

C
(η − z)1+mT (η)T (ζ)O(z)dη

)
dζ =

=
1

2πi

∮

C1
(ζ − z)1+n

(
1

2πi

∮

C
(η − z)1+m

(
c

2(η − ζ)4 +
2T (ζ)

(η − ζ)2 +
T ′(ζ)

η − ζ + . . .

)
O(z)dη

)
dζ =

=
1

2πi

∮

C1
(ζ − z)1+n

( c
12

(m3 −m)(ζ − z)−2+m + 2(m+ 1)(ζ − z)mT (ζ) + (ζ − z)1+mT ′(ζ)
)
dη. (68)

In the second line we used the conformal Ward identity for the field T itself. Evaluating the first integral
and integrating by part the third one in (68), one arrives to the commutation relations

[Lm, Ln] = (m− n)Lm+n +
c

12
(m3 −m)δm,−n, (69)

known as Virasoro algebra. Since the relations (69) are valid when applied to any field O, we simply
erased O in (69).

From (69) we see that

L0L−kΦ(z) = (∆ + k)L−kΦ(z), LnL−kΦ(z) = (n+ k)Ln−kΦ(z) for n = 1, . . . , k − 1,

LkL−kΦ(z) =
(
2k∆+

c

12
(k3 − k)

)
Φ(z).

We come to important conclusion. The conformal transformation properties of the descendant field
L−kΦ(z) involve only descendant fields build out of the same primary field Φ. The same is true for
generic field (67). This fact leads us to the notion of the conformal family [Φ], i.e. the set (infinite) of
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all descendants fields (67). It is clear that because of the relations (69) there are linear relations among
descendant fields (67). The conformal family [Φ] consists of

[Φ] = Span (L−k1L−k2 . . . L−knΦ(z)| k1 ≥ k2 ≥ k3 ≥ . . . )

Since generic descendant can be obtained from the primary field by successive applications of (55),
correlation functions involving descendants can be expressed from correlation function of primary fields
only by means of some differential operators. Correlation functions of primaries are further constrained
by the so called projective Ward identities. They follow from the fact that any correlation function
involving T (z) should fall at infinity as7

〈T (z) . . . 〉 ∼ 1

z4
at z →∞. (70)

Writing (70), we assumed that no field has been placed at z =∞. Then z =∞ should be regular point,
as all other points. If we introduce local coordinate z = 1

w
, we have

〈T (z) . . . 〉 =
(
dw

dz

)2

〈T (w) . . . 〉 = w4〈T (w) . . . 〉 ∼ 1

z4
at z →∞.

In the second equality we used transformation law for T (z) derived before (64). We note that the
anomalous term c does not contribute for inversion z = 1/w. Now, let us apply (70) to the Ward
identity (51). Terms of order 1/ζ , 1/ζ2 and 1/ζ3 in the right hand side in (51) should vanish

N∑

k=1

∂k〈Φ1(z1) . . .ΦN (zN)〉 = 0,

N∑

k=1

(∆k + zk∂k) 〈Φ1(z1) . . .ΦN(zN )〉 = 0,

N∑

k=1

(
2zk∆k + z2k∂k

)
〈Φ1(z1) . . .ΦN (zN)〉 = 0

(71)

Let us study the consequences of these equations (here we do not write z̄ dependence of correlation
functions for simplicity). The one-point function vanishes unless ∆ = 0

〈Φ(z)〉 ∼ δ∆,0.

In that case it is a constant. Remember, that due to our assumption, there a unique primary field with
∆ = 0, the identity operator.

Now, let us study the two-point function 〈Φ1(z1)Φ2(z2)〉. First equation in (71) forces it to depend
on the difference of variables only

〈Φ1(z1)Φ2(z2)〉 = F (z1 − z2),

second equation implies

F (z1 − z2) =
Λ(∆1,∆2)

(z1 − z2)∆1+∆2
,

7We have already used weaker version of (70) in (59).
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while the third one gives Λ(∆1,∆2) = N 2(∆1)δ∆1,∆2. We note that the factor N 2(∆1) can always be set
equal to one by changing normalizations of the fields. Similar analysis applies to the antiholomorphic
part of correlation function. Thus, we have

〈Φ1(z1, z̄1)Φ2(z2, z̄1)〉 =
δ∆1,∆2δ∆̄1,∆̄2

(z1 − z2)2∆1(z̄1 − z̄2)2∆̄1
.

We call this canonical normalization of the two-point correlation function.
The three-point correlation function is given by

〈Φ1(z1, z̄1)Φ2(z2, z̄2)Φ3(z3, z̄3)〉 = C(∆1, ∆̄1,∆2, ∆̄2,∆3, ∆̄3)
∏

i<j

(zi − zj)−∆ij(z̄i − z̄j)−∆̄ij ,

where ∆12 = ∆1 +∆2 −∆3 etc and C(∆1, ∆̄1,∆2, ∆̄2,∆3, ∆̄3) is some constant. In fact, this constant
is the first “dynamical” quantity we wish to compute. It contains actual information about the theory,
explicit Lagrangian for example. We will return to the problem of computation of C(∆1,∆2,∆3) later
in this course. Going further, we consider four-point function. One can show that generic solution has
the form

〈Φ1(z1, z̄1)Φ2(z2, z̄1)Φ3(z3, z̄1)Φ4(z4, z̄1)〉 =
∏

i<j

(zi − zj)γij (z̄i − z̄j)γ̄ijF (z, z̄),

z =
(z1 − z2)(z3 − z4)
(z1 − z4)(z3 − z2)

, z̄ =
(z̄1 − z̄2)(z̄3 − z̄4)
(z̄1 − z̄4)(z̄3 − z̄2)

,
∑

j

γij = −2∆i,
∑

j

γ̄ij = −2∆̄i.

In general

〈Φ1(z1, z̄1) . . .ΦN (zN , z̄N)〉 =
∏

i<j

(zi − zj)γij (z̄i − z̄j)γ̄ijF (z, z̄),

where ∑

j

γij = −2∆i,
∑

j

γ̄ij = −2∆̄i,

and F (z, z̄) is some function of N − 3 cross ratios z and z̄.
We will use the projective invariance to set the positions of three points to 0, 1 and∞. For 4−point

correlation function of spinless primary fields (that is ∆k = ∆̄k) one has

〈Φ1(z1, z̄1)Φ2(z2, z̄2)Φ3(z3, z̄3)Φ4(z4, z̄4)〉 =
∏

i<j

|zi − zj |2γijF (z, z̄) ,

where

z =
(z1 − z2)(z3 − z4)
(z1 − z4)(z3 − z2)

,
∑

j

γij = −2∆i.

The choice of γij’s is not unique, which is related to the obvious freedom
∏

i<j

|zi − zj |2γij →
∏

i<j

|zi − zj |2γij |z|2A|1− z|2B ,

which certainly does not spoil the condition
∑

j γij = −2∆i. For example we fix this freedom by
demanding that the prefactor does not change the behaviour of correlation function at z1 → z2 and
z1 → z3. In other words we choose γ12 = γ13 = 0
∏

i<j

|zi − zj |2γij = |z1 − z4|−2∆1|z2 − z3|2(∆4−∆1−∆2−∆3)|z2 − z4|2(∆1+∆3−∆2−∆4)|z3 − z4|2(∆1+∆2−∆3−∆4).
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In this case the function F (z, z̄) can be expressed through the limit

F (z, z̄) = lim
ζ→∞
|ζ |4∆4〈Φ1(z, z̄)Φ2(0)Φ3(1)Φ4(ζ, ζ̄)〉.

Combining altogether we obtain

〈Φ1(z1, z̄1)Φ2(z2, z̄2)Φ3(z3, z̄3)Φ4(z4, z̄4)〉 =
= |z1 − z4|−4∆1 |z2 − z3|2(∆4−∆1−∆2−∆3)|z2 − z4|2(∆1+∆3−∆2−∆4)|z3 − z4|2(∆1+∆2−∆3−∆4)×

× lim
ζ→∞
|ζ |4∆4〈Φ1(z, z̄)Φ2(0)Φ3(1)Φ4(ζ, ζ̄)〉 where z =

(z1 − z2)(z3 − z4)
(z1 − z4)(z3 − z2)

. (72)

There is an instructive way to derive projective Ward identities as follows. We remind the variation
formula for correlation function of generic fields, not necessarily primary ones,

δǫ〈O1(z1) . . .ON (zN)〉 =
1

2πi

N∑

k=1

∮

Czk
ǫ(ζ)〈T (ζ)O1(z1) . . .ON (zN)〉dζ. (73)

Here ǫ = ǫ(z) is an infinitesimal holomorphic function. We saw that the only globally defined holomor-
phic functions are

f(z) =
az + b

cz + d
. (74)

Any further conformal transformations must have singularities and can not be one-to-one. So, let us
assume that f(z) has a singularity at z = z0. While deriving (73) we implicitly assumed that this
singular point is one of the positions zk of the field insertions in (73). We saw, that singular conformal
transformations produce descendant fields. Note, that we can also assume that z0 6= zk and treat this
point as a place where the trivial operator I is inserted. Thus, after a singular conformal transformation
one can produce a non-trivial descendant field from “nothing”, like T (z) = L−2I(z) for example. It
means, that the formula (73) should be understood in this generalized sense: where is some number of
identity fields in the set of fields Ok. After this remark, we note that the right hand side of (73) can be
written as

1

2πi

∮

C∞
ǫ(ζ)〈T (ζ)O1(z1) . . .ON (zN)〉dζ,

which vanishes for all functions ǫ(z) = α + βz + γz2. This function corresponds to the infinitesimal
form of global conformal transformation (74) with a = 1 + β/2, b = α, c = −γ and d = 1 − β/2. We
note that infinitesimal conformal transformations ǫ(z) = α+ βz + γz2 correspond to SL(2) subalgebra
of Virasoro algebra

[L0, L±1] = ∓L±, [L1, L−1] = 2L0.

Consider the notion of quasiprimary fields

L0φ(z) = ∆φ(z), L1φ(z) = 0. (75)

The multipoint correlation function involving only such fields should also satisfy the projective Ward
identities (71). We note that the condition (75) is less restrictive than the condition for primary field,
where we require LnΦ(z) = 0 for all n > 0. In particular T (z) is a quasiprimary field since L1T (z) = 0,
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but not a primary one L2T (z) = c/2 6= 0. The projective Ward identities (71) correspond to the
following finite identity between correlation functions

〈φ1(z1) . . . φN(zN)〉 =
N∏

k=1

(czk + d)−2∆k

〈
φ1

(
az1 + b

cz1 + d

)
. . . φN

(
azN + b

czN + d

)〉
.

Now, we come to the distinguished feature of 2D conformal symmetry: the infinite dimensional
algebra of local conformal transformations. As we saw they correspond to holomorphic functions, which
are not necessarily globally defined. For example, we can consider the class of meromorphic functions
with some number of poles. Typical holomorphic infinitesimal transformation of this class will have the
form

z → z + α(z − w)n+1 α≪ 1, (76)

centered at some point w. We note that transformations (76) with n < −2 are singular at w. The
generator of this transformation is

ln = −(z − w)n+1∂z.

Similarly, we can define the generators l̄n. Let us compute the algebra of ln’s and l̄n’s. Short computation
gives the algebra

[lm, ln] = (m− n)ln+m, [l̄m, l̄n] = (m− n)l̄n+m, [l̄m, ln] = 0,

which is known as Witt algebra. We note that it contains finite subalgebra spanned by

{l0, l1, l−1} and {l̄0, l̄1, l̄−1}.

This is exactly the subalgebra associated with global conformal transformations. Namely, the pair
(l−1, l̄−1) generates translations, the pair (l0, l̄0) generates dilations and rotations and (l1, l̄1) is responsible
for special conformal transformations.

Problems:

1. Find explicitly differential operator Dλ defined by

〈L−λΦ(z)Φ1(z1) . . .ΦN(zN )〉 = Dλ〈Φ(z)Φ1(z1) . . .ΦN (zN)〉,

where L−λΦ = L−λ1L−λ2 . . .Φ(z).

2. We define central extension of the Witt algebra

[Lm, Ln] = (m− n)Ln+m + λm,n, (77)

where λm,n is a C number. Show that the condition that (77) defines a Lie algebra implies

λm,n =
c

12
(m3 −m)δm,−n.

Hint: it is allowed to shift generators Ln → Ln + qn, where qn ∈ C.
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Lecture 5: Representation theory of Virasoro algebra, null-vectors

In this lecture we consider general properties of representations of Virasoro algebra. It will be convenient
to work in Hamiltonian formalism. In Euclidean space it is somewhat arbitrary: one can choose one of
the Cartesian coordinates, say y to be Euclidean time, while the other x to be the space coordinate.
There are many other choices related to the previous one by rotations.

In CFT one usually considers another choice of ”space” and ”time” – the formalism of the so called
radial quantization. In that case equal time slices correspond to concentric circles centered at some
point z0, while the time ”runs” in the radial direction. To make this picture more natural, we consider
the theory living on a cylinder R× S1, described by the coordinates τ ∈ [−∞,∞] and σ ∈ [0, 2π]. We
can map this cylinder to the complex plane with market points z0 and ∞ by the exponential map

z − z0 = e−iu, u = σ + iτ =⇒ ds2 = dzdz̄ = e2τ
(
dτ 2 + dσ2

)
. (78)

We see that the map (78) is a conformal one, but not globally defined. It has two singular points z = z0
and z =∞, that correspond to τ = −∞ and τ =∞

z0

τ1 τ2

R1=eτ1

R1=eτ2

z = z0 + eτ−iσ

τ

The point z0 can be taken arbitrary and the result for correlation functions (Green functions) should
be independent on that choice. It is convenient to choose

z0 = 0.

In the Hamiltonial formalism one studies Green functions – matrix elements between the vacuum
states. The dictionary between the path integral and Hamiltonian approaches reads as follows. For
each local field O(z, z̄) one associates Heisenberg operator

O(z, z̄)→ Ô(z, z̄), (79)

while correlation functions correspond to Green functions

〈O1(z1, z̄1) . . .ON (zN , z̄N )〉 = 〈0|T
[
Ô1(z1, z̄1) . . . ÔN(zN , z̄N)

]
|0〉,

where T stands for chronological ordering (radial ordering)

T
[
Ô1(z1, z̄1)Ô2(z2, z̄2)

]
=

{
Ô1(z1, z̄1)Ô1(z2, z̄2) for |z1| > |z2|,
Ô2(z2, z̄2)Ô1(z1, z̄1) for |z1| < |z2|.
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and |0〉 stands for the vacuum state.
In conformal field theory, any conformal field O(z, z̄) with conformal dimensions (∆, ∆̄) corresponds

by (79) to the operator Ô(z, z̄), that might be expanded in modes on the plane

Ô(z, z̄) =
∑

n,n̄∈Z

Ôn,n̄
zn+∆z̄n̄+∆̄

,

or on the cylinder

Ô(u, ū) =
∑

n,n̄∈Z
Ô(cyl)
n,n̄ e

−inuein̄ū.

We note that in general the modes Ôm,m̄ and Ô(cyl)
m,m̄ are nontrivially related. For primary operators one

has

Φ̂(z, z̄) =

(
dw

dz

)∆(
dw̄

dz̄

)∆̄

Φ̂(w, w̄).

Taking w = u = i log z (see (78)) one finds

Φ̂(u, ū) = i∆(−i)∆̄z∆z̄∆̄Φ̂(z, z̄) =⇒ Φ̂cyl
n,n̄ = i∆(−i)∆̄Φ̂n,n̄.

However for descendant fields the relation is more complicated. For example, transformation law for
the stress-energy operator

T̂ (z) =
∑

n∈Z

L̂n
zn+2

, T̂ (u) =
∑

n∈Z
L̂cyl
n e−inu,

has the form (see (64))

T̂ (z) =

(
dw

dz

)2

T̂ (w) +
c

12
{w, z}.

Taking w = u = i log z and using

{i log z, z} = 1

2z2
,

one finds

T̂ (z) =

(
− 1

z2

)
T̂ (u) +

c

24z2
=⇒ L̂cyl

n =
c

24
δn,0 − L̂n.

In the following we will simplify our notations and drop ̂ symbol for operators and their modes.
Sometimes, it might lead to confusions. For example, by the field – operator correspondence (79) the
descendant field L−kO(z, z̄) corresponds to the operator

L−kO(z, z̄)→ L̂−kO(z, z̄).

The relation of the operator L̂−kO(z, z̄) to Ô(z, z̄) and L̂n’s is the following. By definition we have

L−kO(z, z̄) =
1

2πi

∮

Cz
(ξ − z)1−kT (ξ)O(z, z̄)dξ =

=
1

2πi

(∫

|ξ|>|z|
(ξ − z)1−kT (ξ)O(z, z̄)dξ −

∫

|ξ|<|z|
(ξ − z)1−kT (ξ)O(z, z̄)dξ

)
,
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that can be translated to the Hamiltonian language as

L̂−kO(z, z̄) =
1

2πi

(∫

|ξ|>|z|
(ξ − z)1−kT̂ (ξ)Ô(z, z̄)dξ −

∫

|ξ|<|z|
(ξ − z)1−kÔ(z, z̄)T̂ (ξ)dξ

)
.

We note that for |ξ| > |z| one can expand

(ξ − z)1−k = ξ1−k + (k − 1)zξ−k + . . .

and hence

1

2πi

∫

|ξ|>|z|
(ξ − z)1−kT̂ (ξ)Ô(z, z̄)dξ = L̂−kÔ(z, z̄) + (k − 1)zL̂−(k+1)Ô(z, z̄) + . . .

On the other hand for |ξ| < |z| we expand

(ξ − z)1−k = (−z)1−k − (k − 1)ξ(−z)−k + . . .

and hence we have

1

2πi

∫

|ξ|<|z|
(ξ − z)1−kÔ(z, z̄)T̂ (ξ)dξ = (−z)1−kÔ(z, z̄)L̂−1 − (k − 1)(−z)−kÔ(z, z̄)L̂0 + . . .

It is instructive also to compute the commutator

[L̂n, Ô(z)] def
=

1

2πi

(∫

|ξ|>|z|
ξ1+nT̂ (ξ)Ô(z)dξ −

∫

|ξ|<|z|
ξ1+nÔ(z)T̂ (ξ)dξ

)
=

=
1

2πi

∫

Cz
ξ1+nT

[
T̂ (ξ)Ô(z)

]
dξ =

1

2πi

∫

Cz
ξ1+n

(
· · ·+ L̂1O(z)

(ξ − z)3 +
∆Ô(z)
(ξ − z)2 +

∂Ô(z)
ξ − z + . . .

)
dξ =

= z1+n∂Ô(z) + (n + 1)∆znÔ(z) +
n(n+ 1)

2
zn−1L̂1O(z) + . . . (80)

We note that (80) become particularly simple for primary field

[L̂n, Φ̂(z)] =
(
z1+n∂ +∆(n+ 1)zn

)
Φ̂(z)

Having in mind such issues, we will simply erase ̂ symbol.
The Hamiltonian H has the form

H =
1

2π

∫ 2π

0

Tττdσ = L0 + L̄0 −
c

12
, (81)

where the constant shift comes from the Schwarzian in transformation law for T (z). The vacuum state
|0〉 is an eigenstate of Hamiltonian (81). The vacuum state should be invariant under global conformal
transformations and hence

Ln|0〉 = L̄n|0〉 = 0 for n ≥ −1.
Similarly, we have

〈0|Ln = 〈0|L̄n = 0 for n ≤ 1.
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The primary field with dimension ∆ generates bra-ket states according to the rule

|∆〉 def
= Φ∆(0)|0〉 〈∆| def= 〈0|Φ(∞) = lim

z→∞
〈0|Φ(z)z2L0 .

From the definition of primary fields these states satisfy the conditions

Ln|∆〉 = 0, 〈∆|L−n = 0 for n > 0.

We define the representation V∆, which is known as Verma module

L−λ|∆〉 def= L−λ1 . . . L−λn |∆〉 : Ln|∆〉 = 0 for n > 0, L0|∆〉 = ∆|∆〉, λ1 ≥ λ2 ≥ . . .

is decomposed into the direct sum of finite dimensional subspaces (here |λ| = λ1 + λ2 + . . . )

V∆,N = span{L−λ|∆〉 : |λ| = N},

which are eigenspaces of the operator L0:

L0L−λ|∆〉 = (∆ + |λ|)L−λ|∆〉

On first few levels one has

|∆〉 for N = 0,

L−1|∆〉 for N = 1,

L−2|∆〉 and L2
−1|∆〉 for N = 2,

L−3|∆〉, L−2L−1|∆〉 and L3
−1|∆〉 for N = 3,

L−4|∆〉, L−3L−1|∆〉, L2
−2|∆〉, L−2L

2
−1|∆〉 and L4

−1|∆〉 for N = 4.

In general there are p(N) states in V∆,N , where p(N) is the number of partitions of N . It is convenient
to define the character (holomorphic block of the partition function)

χ∆(q)
def
= Tr

(
qL0− c

24

) ∣∣∣
V∆

.

Then we have

χ∆(q) = q∆− c
24

∞∑

N=0

p(N)qN =
q∆− c

24∏∞
k=1(1− qk)

So far, we assumed that the values of the conformal dimension ∆ and of the central charge c are
generic. In this case the Verma module V∆ is irreducible. However, interesting things happen for
quantized values of ∆. Remember, that we have postulated that Φ∆=0 = I is an identity operator and
hence

∂I = L−1I = 0,

as it should be for coordinate independent field. But does that consistent with the conformal symmetry?
Evidently, we have to check that

LnL−1|∆〉 = 0 for n > 0. (82)

Well, in our case ∆ = 0, but we leave it arbitrary in order to see how does that happen. Actually, the
condition (82) is satisfied for all n > 1 identically. We only have to demand it for n = 1

0 = L1L−1|∆〉 = 2∆|∆〉.
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We see that ∆ = 0 is necessary condition for the vector L−1|∆〉 to vanish. But not sufficient or course.
We can claim that for ∆ = 0 one can remove the state L−1|∆〉, as well as all its descendants

L−kL−1|∆〉,

from our Hilbert space without violating the conformal symmetry. We call such a state a null-vector.
The fact that the null-vector vanishes leads us to the trivial conclusion that any correlation function
involving the identity operator should satisfy

∂z〈I(z)Φ1(z1) . . .ΦN (zN)〉 = 0.

Now we try to generalize this. On level 2 we have two states L2
−1|∆〉 and L−2|∆〉. Probably, we can

find their linear combination which vanishes, or, at least, can be safely removed from V∆. We have to
require

Ln
(
L2
−1 + λL−2

)
|∆〉 = 0 for n > 0. (83)

We note that here we have to impose two conditions (83) with n = 1 and n = 2. For n = 1 we have

(4∆ + 2 + 3λ)L−1|∆〉 = 0 =⇒ λ = −2(2∆ + 1)

3
.

For n = 2 we have

6∆− 2(2∆+ 1)

3

(
4∆ +

c

2

)
= 0 =⇒ ∆ =

1

16

(
5− c±

√
(c− 1)(c− 25)

)
. (84)

Going further, we consider a descendant on third level

|χ〉 =
(
λ1L

3
−1 + λ2L−2L−1 + λ3L−3

)
|∆〉.

If it is a null-vector it has to obey L1|χ〉 = L2|χ〉 = L3|χ〉 = 0, but since L3 = [L2, L1] it is enough to
impose only first two conditions. Simple algebra gives

L1|χ〉 = (6(∆ + 1)λ1 + 3λ2)L
2
−1|∆〉+ (2∆λ2 + 4λ3)L−2|∆〉,

L2|χ〉 =
(
6(3∆ + 1)λ1 +

(
4∆ +

c

2
+ 4
)
λ2 + 5λ3

)
L−1|∆〉.

We have three linear equations

6(∆ + 1)λ1 + 3λ2 = 0,

2∆λ2 + 4λ3 = 0,

6(3∆ + 1)λ1 +
(
4∆ +

c

2
+ 4
)
λ2 + 5λ3 = 0

for three unknowns (λ1, λ2, λ3). So, the determinant should vanish

12
(
3(∆ + 1)2 + (c− 13)(∆ + 1) + 12

)
= 0,

which has two solutions

∆ =
1

6

(
7− c±

√
(c− 1)(c− 25)

)
. (85)
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We see that the expressions for null-vectors (84) and (85) look very similar. One can simplify them
by introducing Liouville like parametrization of the central charge and of conformal dimension

c = 1 + 6Q2, Q = b+
1

b
, ∆ = ∆(α) = α(Q− α). (86)

Then the singular vectors appear at the values

α = − b
2
, α = −b

−1

2

on level 2 and
α = −b, α = −b−1

on level 3. Corresponding null-vectors have the form

(
L2
−1 + b2L−2

)
|∆〉 and

(
L3
−1 + 4b2L−2L−1 + 2b2(2b2 + 1)L−3

)
|∆〉,

and similar expressions for b→ b−1. One can compute null-vectors on higher levels in a similar manner.
General result states that at level N , for any two positive integers m and n such that N = mn, there
exist a null vector

|χm,n〉 = Dm,n|∆m,n〉 (87)

with (this result is known as Kac-Feigin-Fuks theorem)

∆ = ∆m,n = ∆(αm,n), αm,n = −(m− 1)b

2
− (n− 1)b−1

2
. (88)

The operator Dm,n in (87) is known as null vector creation operator. It is convenient to adopt the
following normalization

Dm,n = Lmn−1 + c1(b)L−2L
mn−2
−1 + c2(b)L−3L

mn−3
−1 + . . . . (89)

The coefficients ck(b) in (89) can be recursively found

c1(b) =
mn

6

(
(m2 − 1)b2 + (n2 − 1)b−2

)
,

c2(b) =
m2n2

12

(
(m2 − 1)b2 + (n2 − 1)b−2

)
+
mn

30

((
m2 − 1

)(
(m2 − 4)b4 − 5b2 − 5

)
+

+
(
n2 − 1

)(
(n2 − 4)b−4 − 5b−2 − 5

))
+
mn(m2n2 − 1)

6

For generic values of the central charge c, |χm,n〉 is the only singular vector in the Verma module
V∆m,n with ∆ = ∆m,n +mn = ∆m,−n. We can define the factor space

V∆m,n/V∆m,−n

without violating the conformal symmetry. The character of the corresponding factor space is

χ′
m,n(q) =

q∆m,n− c
24 (1− qmn)∏∞

k=1(1− qk)
,
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etc.
It is convenient to think about representation theory of Virasoro algebra with the help of Shapovalov

form, that is Hermitian form defined by

〈∆|∆〉 = 1, (Ln)
+ = L−n.

We introduce Gram matrix
Gλ,µ

def
= 〈∆|LµL−λ|∆〉 (90)

Clearly, it is block diagonal matrix G = {G0, G1, G2 . . . } with block sizes p(N)×p(N). The degeneracies
of this matrix are closely related to the reducibility of the corresponding Verma module. For example,
one has

G1 = 2∆,

and hence the determinant detG1 vanishes for degenerate dimension ∆ = ∆1,1. In general, it is clear
that any descendant of a singular vector is orthogonal to everything else in Verma module

〈∆m,n|LµL−λ|χm,n〉 = 0 for all λ and µ.

That is we have p(N − mn) singular vectors on level N of the form L−λ|χm,n〉 with |λ| = N , which
implies that the determinant of the Shapovalov form on level N vanishes as

detGN ∼ (∆−∆m,n)
p(N−mn) (91)

In fact it can be shown that taking the product of all factors (91) withmn ≤ N exhausts Kac determinant
completely

detGN = CN
∏

mn≤N
(∆−∆m,n)

p(N−mn), (92)

for some numerical coefficient CN . Formula (92) is equivalent to Kac-Feigin-Fuks theorem. We will not
prove it in full generality. However, it is easy to show that (92) provides correct degree in ∆. Indeed,
it is easy to show that the degree of the matrix element (90) is non-greater than l(λ) and l(µ), where
l(λ) is the length of partition λ. Thus the degree of Kac determinant is non greater than

∑

|λ|=N
l(λ)

There is a simple combinatorial fact that8

∑

|λ|=N
l(λ) =

∑

mn≤N
p(N −mn).

8It can be proven as follows (here ln(λ) is the number of parts equal to n in partition λ)

∞∑

N=0

qN
∑

mn≤N

P (N −mn) =
∑

m,n>0

qmn

∞∑

N=0

qNp(N) =
∑

n>0

qn

1− qn
∏

k>0

1

1− qk =
∑

n>0

qn

(1− qn)2
∏

k>0,k 6=n

1

1− qk =

=
∑

n>0

1

1− q . . .
1

1− qn−1
qn

∂

∂qn

(
1

1− qn
)

1

1− qn+1
· · · =

∑

n>0

∑

λ

ln(λ)q
|λ| =

∑

λ

l(λ)q|λ|.
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Let us assume that we have a field Φ(z) with ∆ = ∆2,1

(L2
−1 + b2L−2)|∆2,1〉, (93)

and consider the following correlation function

Ψ(z|z1, . . . , zN) def
= 〈Φ(z)Φ1(z1) . . .ΦN (zN)〉.

This function satisfies partial differential equation
[
∂2z + b2

N∑

k=1

(
∆k

(z − zk)2
+

∂k
z − zk

)]
Ψ(z|z1, . . . , zN ) = 0.

In the case of N = 3 this partial differential equation actually becomes an ordinary differential equation.
Indeed, in this case the projective Ward identities allow one to express derivatives ∂k through ∂. As a
result we have a hypergeometric equation for correlation function

[
d2

dz2
+ b2

(
3∑

k=1

(
∆k

(z − zk)2
− 1

z − zk
d

dz

)
−
∑

i<j

∆1,2 +∆ij

(z − zi)(z − zj)

)]
Ψ(z|z1, z2, z3) = 0. (94)

It is convenient to change Ψ(z|z1, z2, z3) =
∏3

k=1(z − zk)−
b2

2 Ψ̃(z|z1, z2, z3) in such a way that the term
with first derivative vanishes. Then (94) reduces to

(
d2

dz2
+ T (z)

)
Ψ̃(z|z1, z2, z3) = 0, T (z) =

3∑

k=1

(
δk

(z − zk)2
+

ck
z − zk

)
. (95)

The parameters δk are given by

δk = b2
(
∆k −

1

2

)
− b4

4
,

and three “accessory” parameters ck are subject to three linear equations following from condition of
vanishing of singularity at infinity

T (z) = 1

z4
at z →∞,

and hence are uniquely determined. Let us look for the solution to this equation in the form

Ψ̃(z|z1, z2, z3) = (z − z1)λ (1 + a1(z − z1) + . . . ) at z → z1.

In the leading order we obtain two solutions for λ

λ = bα1 −
b2

2
and λ = 1− bα1 +

b2

2
.

These two exponents correspond to the following behavior of correlation function

Ψ(z|z1, z2, z3) = (z − z1)∆(α1± b
2
)−∆(α1)−∆(− b

2
) (C0(z1, z2, z3) + . . . ) at z → z1

We will interpret this as a fact that the degenerate field Φ− b
2
“fusses” with general field as

[Φ− b
2
][Φα] = [Φα+ b

2
] + [Φα− b

2
]. (96)
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We note that (96) is similar to the formula of tensor products of representations of sl2

π 1
2
⊗ πs = πs+ 1

2
⊕ πs− 1

2
.

Problems:

1. Compute singular vectors on level 4.

2. Let |χ〉 be the null-vector at level N . How many equations provide the constraints L1|χ〉 =
L2|χ〉 = 0? Count the number of equations on level 5 and explain that the excess equations are
algebraically dependent from non-excess ones.
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Lecture 6: Free bosonic CFT I: path integral approach

Let us start with the theory of free massless bosonic field

S[ϕ] =
1

8π

∫ (
∂µϕ(x)

)2
d2x. (97)

First of all, we notice that this is our “patient”: the theory is conformally invariant (at least classically).
This follows from the identity

∫
∂µϕ(x)∂µϕ(x)d

2x = −2
∫
∂ϕ(z, z̄)∂̄ϕ(z, z̄)dzdz̄, z = x1 + ix2, z̄ = x1 − ix2.

In this complex form it is obvious, that the action is invariant under conformal transformations

z = f(ζ), z̄ = f ∗(ζ̄).

The stress-energy tensor

Tµν
def
=

∂L
∂(∂µϕ)

∂νϕ− δµνL =
1

4π

(
∂µϕ∂νϕ−

1

2
δµν
(
∂µϕ

)2
)
,

is indeed traceless Tµµ = 0 and hence the components

T = −π
2
(T11 − T22 − 2iT12) = −

1

2
(∂ϕ)2, T̄ = −π

2
(T11 − T22 + 2iT12) = −

1

2
(∂̄ϕ)2,

obey
∂̄T = ∂T̄ = 0.

on-shell.
Now let us study the theory (97) quantum mechanically. It is easy, since the theory is Gaussian.

There are however some subtleties. Consider the partition function

Z =

∫
[Dϕ]e−S.

This integral diverges since the action does not contain the zero mode ϕ0 of the field ϕ: Z ∼
∫
dϕ0. We

define the measure [Dϕ]′ simply as an integral over all non-zero modes of the field ϕ.
Moreover, anticipating that we will have to deal with infrared divergencies, we will consider our

theory in a finite volume. That is we impose the periodic conditions ϕ(x1, x2 + 2πR) = ϕ(x1, x2). Let
us compute the two-point function in this theory

G(x− y)
def
= 〈ϕ(x)ϕ(y)〉 = 1

Z

∫
[Dϕ]ϕ(x)ϕ(y)e−S.

As usual in Gaussian theory, one has to invert the quadratic form

−∆G(x) = 4πδ2R(x) where δ2R(x) = δ(x1)
∞∑

n=−∞
δ(x2 + 2πnR),
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Clearly

G(x) =
∞∑

n=−∞
K
(
|z − 2iπnR|

)
where −∆K(|z|) = 4πδ2(x).

Using ∆ = 1
r
∂r(r∂r) +

1
r2
∂2ϕ and integrating last equation over the disk of radius r, we obtain9

−rK ′(r) = 2 =⇒ K(r) = −2 log r + const = − log |z|2 + const,

which implies

G(x) = − log
(
4 sinh

z

2R
sinh

z̄

2R

)
= − log

zz̄

R2
+O

(
1

R2

)
at R→∞. (98)

We treat R as an infrared cut-off: it is assumed to be infinite, but we keep it large in the intermediate
calculations and then send R→∞ in the final answer.

Multipoint correlation functions are computed by the Wick rules:

〈ϕ(x1)ϕ(x2)ϕ(x3)ϕ(x4)〉 =
= 〈ϕ(x1)ϕ(x2)〉〈ϕ(x3)ϕ(x4)〉+ 〈ϕ(x1)ϕ(x3)〉〈ϕ(x2)ϕ(x4)〉+ 〈ϕ(x1)ϕ(x4)〉〈ϕ(x2)ϕ(x3)〉 =

= G(x1 − x2)G(x3 − x4) +G(x1 − x3)G(x2 − x4) +G(x1 − x4)G(x2 − x3) etc

We note that the field ϕ does not look like a conformal field, its correlation functions behave logarith-
mically rather than power-like. Conformal fields in the theory (97) are represented by the exponential
fields

eiαϕ(x) α ∈ R. (99)

We are interested in multipoint correlation functions

〈eiα1ϕ(x1) . . . eiαnϕ(xn)〉

One can compute these correlation functions by expanding exponents in series, then using the Wick
theorem and then resuming again. But it is better and much easier to use the following general fact,
that for any Φ functional linear in fundamental field ϕ: Φ =

∫
J(x)ϕ(x)d2x we have

〈eΦ〉 = e
1
2
〈Φ2〉. (100)

In our case

Φ = i

n∑

k=1

αkϕ(xk) =

∫
J(x)ϕ(x)d2x where J(x) = i

n∑

k=1

αkδ
(2)(x− xk).

Then we have

〈eiα1ϕ(x1) . . . eiαnϕ(xn)〉 = exp

(
−1
2

n∑

k=1

α2
k〈ϕ(xk)ϕ(xk)〉 −

∑

i<j

αiαj〈ϕ(xi)ϕ(xj)〉
)
.

At this point we have a UV problem, since

〈ϕ(x)ϕ(x)〉 = G(0) =∞.
9Add here how we integrate!!!
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A standard way to deal with it is to introduce the UV cut-off. It s not universal. There many ways to do
it, or as one says, there are many regularization schemes. In renormalizable QFT physically observable
quantities must be independent on regularization scheme used for their computation. We define the
scheme as follows

〈ϕ(x)ϕ(x)〉 = − log
r20
R2
,

where r0 ≪ 1. Then, according to (100), the correlation function has the form

〈eiα1ϕ(x1) . . . eiαnϕ(xn)〉 = r
∑

α2
k

0

R(
∑

αk)2

∏

i<j

|zi − zj |2αiαj . (101)

Observables should be independent on the UV cut-off. We define the new field

Vα
def
= r−α

2

0 eiαϕ = z
−α2

2
0 z̄

−α2

2
0 eiαϕ (102)

We note that the operator Vα depends explicitly on a scale and hence has an anomalous conformal
dimension ∆(α) = ∆̄(α) = α2

2
. Even for renormalized operators we see that the correlation function

(101) vanishes in the limit R→∞ unless the neutrality condition
n∑

k=1

αk = 0 (103)

is satisfied.
It is instructive to derive the anomalous dimension of the operator Vα in different, but equivalent

way. We expand

eaϕ =
∞∑

k=0

ak

k!
ϕk, (104)

and express it in terms of Wick ordered quantities and then resum back. The field ϕk is not Wick
ordered. Namely, consider the correlation function

〈ϕ(x)kϕ(x1) . . . ϕ(xn)〉.
If one knows how to compute these correlation functions for any n, one knows (in principle) how
to compute everything, like correlation functions of exponential operators (99) for example. While
computing (104) one meets two types of contractions: either ϕ(x)’s are contracted among themselves,
or with some of the ϕ(xj)’s. For example,

〈ϕ(x)2ϕ(x1) . . . ϕ(xn)〉 = 〈ϕ(x)2〉〈ϕ(x1) . . . ϕ(xn)〉+
+
∑

i 6=j
〈ϕ(x)ϕ(xi)〉〈ϕ(x)ϕ(xj)〉〈ϕ(x1) . . . ϕ(xi) . . . ϕ(xj) . . . ϕ(xn)〉,

or

〈ϕ(x)4ϕ(x1) . . . ϕ(xn)〉 = 3〈ϕ(x)2〉〈ϕ(x)2〉〈ϕ(x1) . . . ϕ(xn)〉+
+ 6〈ϕ(x)2〉

∑

i 6=j
〈ϕ(x)ϕ(xi)〉〈ϕ(x)ϕ(xj)〉〈ϕ(x1) . . . ϕ(xi) . . . ϕ(xj) . . . ϕ(xn)〉+

+
∑

i 6=j 6=k 6=l
〈ϕ(x)ϕ(xi)〉〈ϕ(x)ϕ(xj)〉〈ϕ(x)ϕ(xk)〉〈ϕ(x)ϕ(xl)〉×

× 〈ϕ(x1) . . . ϕ(xi) . . . ϕ(xj) . . . ϕ(xk) . . . ϕ(xl) . . . ϕ(xn)〉.
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According to the formulae above one can define what is called Wick ordered fields (with our choice of
UV regularization scheme)

ϕ(x)2 =: ϕ(x)2 : +G0, ϕ(x)4 =: ϕ(x)4 : +6G0 : ϕ(x)
2 : +3G2

0 where G0 = − log
r20
R2
.

The field : O : is ordered, meaning that in correlation function it is contracted only with other fields,
not with the one entering the symbol of O. In general, it is clear that

ϕk(x) =

[k/2]∑

l=0

k!

l!(k − 2l)!

Gl
0

2l
: ϕk−2l(x) : .

Substituting this in (104), we have

∞∑

k=0

[k/2]∑

l=0

ak

k!

k!

l!(k − 2l)!

Gl
0

2l
: ϕk−2l(x) :=

∞∑

l=0

∞∑

n=0

an+2l

l!n!

Gl
0

2l
: ϕn(x) := e

a2G0
2 : eaϕ(x) : .

Applying this to the field eiαϕ(x) we obtain

eiαϕ(x) =

(
r20
R2

)α2

2

: eiαϕ(x) : or Vα(x) =
1

Rα2 : eiαϕ(x) : (105)

Now, let us check the conformal Ward identities and find that Vα(x) is actually a primary field.
First we note that while ϕ(x) itself is not a conformal field, its derivative is. The two-point functions
have the form

〈∂ϕ(z)ϕ(w, w̄)〉 = − 1

(z − w) , 〈∂ϕ(z)∂ϕ(w)〉 = − 1

(z − w)2 .

In multipoint correlation functions we can use

∂ϕ(z)∂ϕ(w) = − 1

(z − w)2+ : ∂ϕ(z)∂ϕ(w) :=

= − 1

(z − w)2+ : (∂ϕ(w))2 : + : ∂2ϕ(w)∂φ(w) : (z − w) + 1

2
: ∂3ϕ(w)∂φ(w) : (z − w)2 + . . . ,

where we expanded the right hand side at z → w.
Now, let us compute the OPE of T (ζ):

T (ζ) = −1
2
: (∂ϕ(ζ))2 : .

with Vα(z) (we hide the dependence on z̄)

T (ζ)Vα(z) =
α2

2
Vα(z)

(ζ − z)2 +
iα : ∂ϕ(ζ)Vα(z) :

ζ − z + : T (ζ)Vα(z) :=
α2

2
Vα(z)

(ζ − z)2 +
∂Vα(z)

ζ − z + . . . (106)

We see that Vα(z) is a primary field with the conformal dimension ∆(α) = α2

2
. As we learned, this

should imply the conformal Ward identity

〈T (ζ)Vα1(z1) . . . Vαn(zn)〉 =
n∑

k=1

(
∆(αk)

(ζ − zk)2
+

∂k
ζ − zk

)
〈Vα1(z1) . . . Vαn(zn)〉, (107)
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where we assumed that the neutrality condition (103) is fulfilled. Similarly one can show that

T (ζ)T (z) =
1

2(ζ − z)4 −
: ∂ϕ(ζ)∂ϕ(z) :

(ζ − z)2 + : T (ζ)T (z) :=
1

2(ζ − z)4 +
2T (z)

(ζ − z)2 +
∂T (z)

ζ − z + . . . , (108)

and hence the stress-energy tensor T (z) = −1
2
: (∂ϕ(z))2 : defines the Virasoro algebra with the central

charge
c = 1.

As we learned before, two identities (106) and (108) are enough to express any correlation function
of descendant fields through the correlation function of the primary fields only. In the free theory the
last one is pretty trivial

〈Vα1(z1, z̄1) . . . Vαn(zn, z̄n)〉 =
{∏

i<j |zi − zj |2αiαj if
∑n

k=1 αk = 0,

0 otherwise.

We note however, that the Ward identities or the OPE’s are universal. They do not depend on an actual
theory, being just the constraints imposed by the conformal symmetry.

We mention here the following important point. What we constructed in this lecture is the map
from the Verma module to the free fields, usually referred as bosonization. Namely, we have a Verma
module

V∆ = {Φ∆, L−1Φ∆, L
2
−1Φ∆, L−2Φ∆, L

3
−1Φ∆, L−1L−2Φ∆, L−3Φ∆, . . . }

and a Fock module (here all fields are assumed to be Wick ordered)

Fα = {Vα, (∂ϕ)Vα, (∂ϕ)2Vα, (∂2ϕ)Vα, (∂ϕ)3Vα, (∂ϕ)(∂2ϕ)Vα, (∂3ϕ)Vα, . . . }

The map π : V∆ π→ Fα goes as follows (∆ = α2

2
)

Φ∆
π→ Vα, L−1Φ∆

π→ iα(∂ϕ)Vα,

L2
−1Φ∆

π→
(
iα∂2ϕ− α2(∂ϕ)2

)
Vα, L−2Φ∆

π→
(
iα∂2ϕ− 1

2
(∂ϕ)2

)
Vα, . . .

(109)

For generic values of ∆ = α2

2
this map provides an isomorphism between the two modules. However,

for special values of α it has a kernel. For example, for α = 0 all fields of the form

L−λL−1Φ∆

are mapped to zero. We interpret this as a fact that the field V0 is a degenerate field with ∆ = ∆1,1:
it has a null-vector at the first level. In the language of bosonization it implies that this field together
with all its descendants vanishes identically. Next example of the kernel occurs at the level 2. There
are two fields

L2
−1Φ∆ ∼

(
iα∂2ϕ− α2(∂ϕ)2

)
Vα and L−2Φ∆ ∼

(
iα∂2ϕ− 1

2
(∂ϕ)2

)
Vα.

They are linearly dependent provided that either α = 0 or α2 = 1
2
. First possibility corresponds to the

one we already know, the descendant of the null-vector for the degenerate field Φ1,1. Second possibility
corresponds to the degenerate field Φ2,1 or Φ1,2 for the special value of the central charge that we have
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c = 1. We note that it follows from (84) that ∆2,1 = ∆1,2 for c = 1. This condition can be relaxed if
one consider the bosonization map for improved stress-energy tensor (see exercise 2).

Last, consider the product Vα(z, z̄)Vβ(w, w̄). Let us bring it to the Wick ordered form. Using

: ϕ(z, z̄)k :: eiβϕ(w,w̄) :=

k∑

l=0

(iβ)lk!Gl(z − w)
(k − l)! l! : ϕ(z, z̄)l−keiβϕ(w,w̄) :,

we find that

: eiαϕ(z,z̄) :: eiβϕ(w,w̄) :=

∞∑

k=0

k∑

l=0

(iα)k

k!

(iβ)lk!Gl(z − w)
(k − l)! l! : ϕ(z, z̄)l−keiβϕ(w,w̄) :=

=
|z − w|2αβ
R2αβ

: eiαϕ(z,z̄)eiβϕ(w,w̄) : . (110)

Using the relation (105) we can rewrite this in the form of OPE

Vα(z, z̄)Vβ(w, w̄) = |z−w|2αβ
(
Vα+β(w, w̄) + (z − w) α

α+ β
L−1Vα+β(w, w̄) + . . .

)
at z → w. (111)

We note that the degree 2αβ in (111) has a natural interpretation

αβ = ∆(α + β)−∆(α)−∆(β),

which follows from dimensional analysis of both sides of the OPE (111).

Problems:

1. Show by explicit free-field calculations that (107) is satisfied.

2. Consider the bosonization map π from Verma module realized by the improved stress-energy
tensor

T (z) = −1
2
(∂ϕ)2 +

Q√
2
∂2ϕ where Q = b+

1

b
.

Find the values of α at which this map has a kernel at levels 1, 2 and 3.
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Lecture 7: Free bosonic CFT II: Hamiltonian approach

It is instructive to rederive the results obtained in the previous lecture starting from the U(1) current
algebra. Namely, we have a current

J(z) = i∂ϕ(z), (112)

which satisfies an OPE

J(z)J(w) =
1

(z − w)2 + reg (113)

We define the mode of the current J(z) applied to the local field O by

anO(z) def
=

1

2πi

∮

Cz
(ξ − z)nJ(ξ)O(z)dξ. (114)

Repeating the same calculations which lead us to the Virasoro algebra (69) we obtain commutation
relation for the modes (114)

[am, an] = mδm,−n, (115)

known as Heisenberg algebra. Among other fields there are U(1)-primary ones, which have the simplest
OPE with J(ξ)

J(ξ)Vα(z) =
αVα(z)

(ξ − z) + . . . at ξ → z,

which implies the following Ward identity

〈J(ξ)Vα1(z1) . . . VαN
(zN)〉 =

N∑

k=1

αk
ξ − zk

〈Vα1(z1) . . . VαN
(zN)〉. (116)

Now we define the stress-energy tensor via Sugawara formula

T (z)
def
=

1

2πi

∮

Cz

J(ξ)J(z)

2(ξ − z) dξ, (117)

where the components of T (z) satisfy (108). Then in terms of modes Sugawara formula (117) takes the
form

Ln =
1

2

∑

k∈Z
akan−k, L0 =

a20
2

+

∞∑

k=1

a−kak. (118)

Then one can easily see that the field J(z) is primary field with ∆ = 1

T (ξ)J(z) =
J(z)

(ξ − z)2 +
J ′(z)

ξ − z + . . .

It implies that

J(ξ) ∼ 1

ξ2
at ξ →∞.

Substituting this asymptotic into the U(1) Ward identity (116), one obtains a U(1) global Ward identity
(

N∑

k=1

αk

)
〈Vα1(z1) . . . VαN

(zN )〉 = 0.
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Now we notice that the Sugawara construction (117) of T (ξ) leads to additional differential equations
on correlation functions. We have

∂Vα = L−1Vα = a−1a0Vα =
α

2πi

∮

Cz
(ξ − z)−1J(ξ)Vα(z)dξ.

Applying this to correlation function, we get

(
∂k +

∑

j 6=k

αjαk
zj − zk

)
〈Vα1(z1) . . . VαN

(zN)〉 = 0.

This implies

〈Vα1(z1) . . . VαN
(zN)〉 ∼

∏

i<j

(zi − zj)αiαj .

In Hamiltonian approach an exponential fields Vα corresponds to the highest weight state |α〉

an|α〉 = 0 for n > 0, a0|α〉 = α|α〉,

which generates a representation of the Heisenberg algebra (115) known as Fock module

FP = span
(
aλ|P 〉 def= a−λ1a−λ2 . . . |P 〉

)

Then according to Sugawara formula (118) one can define an action of the Virasoro algebra with c = 1
on FP .

To be more precise, in radial quantization picture our bosonic field ϕ(z, z̄) admits the following mode
expansion10

ϕ(z, z̄) = −iq̂ − ip̂ log
( zz̄
R2

)
− i
∑

k 6=0

(ak
k
z−k +

āk
k
z̄−k
)
, (119)

where the modes satisfy the commutation relations

[p̂, q̂] = 1, [am, an] = [ām, ān] = mδm,−n, [am, ān] = 0.

The absolute vacuum state |0〉 is defined as follows

p̂|0〉 = 0, an|0〉 = ān|0〉 = 0 for n > 0.

One can also define excited vacuum |α〉

|α〉 def= lim
z→0

: eiαϕ(z,z̄) : |0〉 = eαq̂|0〉 =⇒ p̂|α〉 = α|α〉, an|α〉 = ān|α〉 = 0 for n > 0,

where the normal ordered exponent called the verter operator has the form

: eiαϕ(z,z̄) := eαq̂
( zz̄
R2

)αp̂
exp

(
−α
∑

k>0

(a−k
k
zk +

ā−k
k
z̄k
))

exp

(
α
∑

k>0

(ak
k
z−k +

āk
k
z̄−k
))

,

10We note that (119) corresponds to the most general central symmetric solution of the Laplace equation.
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i.e. we placed all the creation operators to the left of annihilation ones. We also define the Hermitian
conjugation by a+n = a−n and ā+n = ā−n and hence the conjugated vacuum satisfies

〈0|an = 〈0|ān = 0 for n < 0.

Let us compute the two-point Green function (we assume that |z| > |w|)

〈ϕ(z, z̄)ϕ(w, w̄)〉 = 〈0|ϕ(z, z̄)ϕ(w, w̄)|0〉 = −〈0|q̂2|0〉 − 〈0|q̂p̂ log
(ww̄
R2

)
+ p̂q̂ log

( zz̄
R2

)
|0〉+

+
∑

k>0

1

k2

〈
0
∣∣∣aka−k

(w
z

)k
+ ākā−k

(w̄
z̄

)k ∣∣∣0
〉
= −〈0|q̂2|0〉 − log

( zz̄
R2

)
+
∑

k>0

1

k

((w
z

)k
+
( w̄
z̄

)k )
=

= −〈0|q̂2|0〉 − log
( zz̄
R2

)
− log

(
1− w

z

)(
1− w̄

z̄

)
= −〈0|q̂2|0〉 − log

|z − w|2
R2

.

Comparing to (98) we find that the average 〈0|q̂2|0〉 can be identified to the IR cut-off R as

〈0|q̂2|0〉 = 0. (120)

Now consider the product of two vertex operators (here |z| > |w|)

: eiαϕ(z,z̄) :: eiβϕ(w,w̄) := eαq̂
( zz̄
R2

)αp̂
exp

(
−α
∑

k>0

(a−k
k
zk +

ā−k
k
z̄k
))

exp

(
α
∑

k>0

(ak
k
z−k +

āk
k
z̄−k
))
×

× eβq̂
(ww̄
R2

)βp̂
exp

(
−β
∑

k>0

(a−k
k
wk +

ā−k
k
w̄k
))

exp

(
β
∑

k>0

(ak
k
w−k +

āk
k
w̄−k

))
.

We note that this expression is not normal ordered. To make it normal ordered, one has to flip red
terms with red and blue ones with blue. Using Baker-Campbell-Hausdorff formula we know that if the
commutator of two operators [A,B] is a c number, then one has

eAeB = e[A,B]eBeA.

In our case we have

A = αp̂ log
zz̄

R2
+ α

∑

k>0

(ak
k
z−k +

āk
k
z̄−k
)
, B = βq̂ − β

∑

k>0

(a−k
k
wk +

ā−k
k
w̄k
)

and hence11

[A,B] = αβ

(
log
( zz̄
R2

)
−
∑

k>0

1

k

((w
z

)k
+
(w̄
z̄

)k)

︸ ︷︷ ︸
− log

(
1−w

z

)(
1− w̄

z̄

)

)
= log

( |z − w|2
R2

)αβ
. (121)

Exponentiating this results we obtain already familiar expression (110)

: eiαϕ(z,z̄) :: eiβϕ(w,w̄) :=
|z − w|2αβ
R2αβ

: eiαϕ(z,z̄)eiβϕ(w,w̄) : . (122)

11We note that the sum in (121) converges for |z| > |w|.
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Using (122) one can show that (here |z1| > |z2| > · · · > |zn|)

〈0| : eiα1ϕ(z1,z̄1) : · · · : eiαnϕ(zn,z̄n) : |0〉 =
∏

i<j

|zi − zj |2αiαj

R2αiαj
〈0|e

∑

αk q̂|0〉 =
∏

i<j

|zi − zj |2αiαj

R2αiαj
(123)

where in the last equality we have used (120). We note that the average in (123) is non-zero in the IR
limit R → ∞ only if the neutrality condition

∑
k αk = 0 holds. In fact it is convenient to set R = 1

from the very beginning holding in mind the neutrality condition.
We note that formally one can consider holomorphic bosonic field

ϕ(z)
def
= −iq̂ − ip̂ log(z)− i

∑

k 6=0

ak
k
z−k,

which is intrinsically non-local. This non-locality manifests itself as

〈0|ϕ(z)ϕ(w)|0〉 = − log(z − w)
and for |z| > |w|

: eiαϕ(z) :: eiβϕ(w) := (z − w)αβ : eiαϕ(z)eiβϕ(w) : . (124)

On the other hand for |z| < |w| one has

: eiβϕ(w) :: eiαϕ(z) := (w − z)αβ : eiαϕ(z)eiβϕ(w) := eiπαβ(z − w)αβ : eiαϕ(z)eiβϕ(w) : . (125)

Comparing (124) and (125), one finds that the operators : eiαϕ(z) : and : eiβϕ(w) obey fractional commu-
tation relations (for simplicity we have hidden normal ordering signs ::)

T
[
eiαϕ(z)eiβϕ(w)

]
=

{
eiαϕ(z)eiβϕ(w) for |z| > |w|,
eiπαβ eiβϕ(w)eiαϕ(z) for |z| < |w|. (126)

It is interesting to study the bosonization map (109) in Hamiltonian approach. We discuss it here
for generic values of the central charge c. We will use the following parametrization (compare to (86))

c = 1 + 6Q2, Q = b+
1

b
, ∆ = ∆(α) = α(Q− α).

Moreover, here (and only here) it will be convenient to generators of Heisenberg algebra

an → an
√
2 =⇒ [am, an] =

m

2
δm,−n

Every state from Verma module V∆ with

∆ = α(Q− α),
is mapped to the state from Fock module Fα according to the formula

L−λ|∆〉
Ln→ 1

2

∑

k 6=0,n
akan−k+αa−n

−−−−−−−−−−−−−−−→
∑

|µ|=|λ|
Cµ

λ (α)a−µ|α〉 .

Problems:

1.
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Lecture 8: Free fermionic CFT, boson-fermion correspondence, βγ system

We consider Euclidean theory of massless Dirac fermions

S =
1

8π

∫
Ψ+γ1∂Ψd

2z =
1

4π

∫ (
ψ̄∗∂ψ̄ + ψ∗∂̄ψ

)
d2z, (127)

where

γ1 =

(
0 1
1 0

)
, γ2 =

(
0 −i
i 0

)
, Ψ =

(
ψ
ψ̄

)
, Ψ+ =

(
ψ∗ ψ̄∗)

Classical equations of motion following from the action (127) are

∂ψ̄ = ∂ψ̄∗ = 0, ∂̄ψ = ∂̄ψ∗ = 0.

The non-trivial two-point functions are

〈ψ∗(z)ψ(w)〉 = 〈ψ(z)ψ∗(w)〉 = 1

z − w, 〈ψ̄∗(z̄)ψ̄(w̄)〉 = 〈ψ̄(z̄)ψ̄∗(w̄)〉 = 1

z̄ − w̄
Since the theory (127) is Gaussian its correlation functions are computed via Wick rules. For example
(here the minus sign between the two terms is due to the Grasmanian nature of the field Ψ)

〈ψ∗(z1)ψ(w1)ψ
∗(z2)ψ(w2)〉 =

1

z1 − w1

1

z2 − w2

− 1

z1 − w2

1

z2 − w1

In general, the correlation function is given by Cauchy determinant

〈ψ∗(z1)ψ(w1) . . . ψ
∗(zn)ψ(wn)〉 = det

(
1

zk − wl

)
. (128)

We will treat the theory (127) as a representation of fermionic algebra. We have two holomorphic
current ψ(z) and ψ∗(z) (and two antiholomorphic), which satisfy the OPE

ψ(z)ψ∗(w) =
1

z − w + . . . , ψ(z)ψ(w) = reg, ψ∗(z)ψ∗(w) = reg (129)

One can defined their modes as

ψrO(z) def
=

1

2πi

∮

Cz
(ξ − z)r− 1

2ψ(ξ)O(z)dξ, ψ∗
rO(z)

def
=

1

2πi

∮

Cz
(ξ − z)r− 1

2ψ∗(ξ)O(z)dξ.

Then one can computes their commutation relations. The only non-trivial one is

{ψr, ψ∗
s}O(z)

def
= (ψrψ

∗
s + ψ∗

sψr)O(z) =
1

(2πi)2

∮

Cz

∮

Cξ
(ξ − z)r− 1

2 (η − z)s− 1
2ψ∗(η)ψ(ξ)O(z)dξdη =

=
1

(2πi)2

∮

Cz

∮

Cξ
(ξ − z)r− 1

2 (η − z)s− 1
2

(
1

η − ξ + . . .

)
O(z)dξdη = δr,−sO(z).

We have
{ψr, ψs} = {ψ∗

r , ψ
∗
s} = 0, {ψr, ψ∗

s} = δr,−s (130)
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We note that if one requires the locality of an operator O with respect to currents ψ(z) and ψ∗(z) , the
indexes in (130) must be half integer r, s ∈ Z+ 1

2
. We call such fields Neveu-Schwarz fields (NS). One

can also argue that it is natural to assume the existence of the fields wich are semi-local with respect
to the currents ψ(z) and ψ∗(z). In this case the modes of ψr and ψ

∗
r take integer values.

We define the fermionic Wick ordering as

: ψ(z)ψ∗(w) := ψ(z)ψ∗(w)− 1

z − w.

Then one can define the U(1) current algebra inside the fermionic algebra

J(z)
def
=: ψ∗(z)ψ(z) : . (131)

Using (129) one finds

J(z)J(w) =
1

(z − w)2 + . . . (132)

which coincides with (113). Regular term in (132) can be associated with the stress-energy tensor.
Explicitly, one has

T =
1

2
:
(
∂ψ∗ψ − ψ∗∂ψ

)
:,

which defines the Virasoro algebra with the central charge c = 1, as it should be. One can also check
the following OPE’s

T (ξ)ψ(z) =
1
2
ψ(z)

(ξ − z)2 +
∂ψ(z)

ξ − z + . . . , T (ξ)ψ∗(z) =
1
2
ψ∗(z)

(ξ − z)2 +
∂ψ∗(z)

ξ − z + . . . ,

which means that the fields ψ(z) and ψ∗(z) are both primary fields with conformal dimensions ∆ψ =
∆ψ∗ = 1

2
.

We have two realizations of the same U(1) current algebra (112) and (131), which implies

i∂ϕ =: ψ∗(z)ψ(z) : (133)

Formula (133) is known as bosonization. It terms of the modes, it reads

an =
∑

r∈Z+ 1
2

: ψ∗
rψ−r+n :

The bosonization formula (133) can be inverted

ψ(z)ψ̄(z) =: eiϕ(z,z̄), ψ∗(z)ψ̄∗(z) =: e−iϕ(z,z̄)

Actually, it will be more convenient to work in terms of holomorphic bosonic field ϕ(z) and holomorphic
vertex operators : eiαϕ : with commutation relations (126). We note that (126) implies that for αβ ∈ 2Z
these fields commute, while for αβ ∈ Z they anti-commute i.e. behave as fermions. We identify

ψ =: eiϕ(z) :, ψ∗ =: e−iϕ(z) :, (134)

which has correct OPE (129). In terms of correlation functions, the relation (134) is equivalent to
Cauchy determinant identity

det

(
1

zk − wl

)
= (−1)n(n−1)

2

∏
i<j(zi − zj)(wi − wj)∏

k,l(zk − wl)
. (135)
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We note that the bosonization map identifies more vertex operators : eikϕ(z) : with k ∈ Z with
fermionic operators. In particular,

: e2iϕ(z) :=: ∂ψψ :, : e−2iϕ(z) :=: ∂ψ∗ψ∗ :, : e3iϕ(z) :=
1

2
: ∂2ψ∂ψψ :, : e−3iϕ(z) :=

1

2
: ∂2ψ∗∂ψ∗ψ∗ : etc

Consider highest weight representation F of the fermion algebra (130). It is defined by the highest
weight state |0〉 (an image of an identity operator)

ψr|0〉 = ψ∗
r |0〉 = 0 for r > 0.

Then the module F is spanned by the vectors of the form

ψ−rψ
∗
−s|0〉

def
=
(
ψ−r1ψ−r2 . . .

)(
ψ∗
−s1ψ

∗
−s2 . . .

)
|0〉, (136)

where r = {r1 > r2 > . . . } and s = {s1 > s2 > . . . } are two strictly decreasing sequences.
It is convenient to think about representation F in terms of particles/holes and Dirac sees. Namely,

we introduce absolute vacua state |∅〉 by

ψ∗
r |∅〉 = 0 for all r.

Then the vacua state |0〉 corresponds to the semi-infinite product state

|0〉 = ψ 1
2
ψ 3

2
ψ 5

2
. . . |∅〉.

It can be interpreted as follows. We have an infinite line R, where R+ is all filled by particles at positions
1
2
, 3
2
etc and R− is empty (or filled by holes). Then ψ−r creates a particle at position −r and ψ∗

−s deletes
a particle at position s (creates a hole at position s). The corresponding sequence of particles and holes
is usually referred as Maya diagram. We also define dual absolute vacua state 〈∅| by

〈∅|ψr = 0 for all r =⇒ 〈0| = 〈∅| . . . ψ∗
5
2
ψ∗

3
2
ψ∗

1
2
.

Then the state conjugated to (136) can be represented as

〈0|ψsψ
∗
r

def
= 〈0|

(
. . . ψs2ψs1

)(
. . . ψ∗

r2ψ
∗
r1

)
.

There is a nice bijection between Maya diagrams and charged partitions, which can be explained by
the following picture

✲

✻

−

1

2

3

2

9

2

11

2

15

2

17

2

19

2

ψ− 1
2
ψ∗
− 1

2

ψ∗
− 5

2

ψ∗
− 7

2

ψ∗
− 13

2

|0〉 −→
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where the “charge” of Maya diagram is a distance between the origin and the bottom corner of the
Young diagram. Any Maya diagram has its charge given by an eigenvalue of the operator

ĉ = a0 =
∑

r∈Z+ 1
2

: ψ∗
rψ−r : =⇒ [ĉ, ψr] = −ψr, [ĉ, ψ∗

r ] = −ψ∗
r ,

and an energy given by an eigenvalue of the operator

L0 =
∑

r∈Z+ 1
2

r : ψ−rψ
∗
r : =⇒ [L0, ψr] = −rψr, [L0, ψ

∗
r ] = −rψ∗

r .

It is interesting to compute the character of the fermionic module F (the partition function)

Z(q, t)
def
= tr

(
qL0tĉ

) ∣∣∣
F
. (137)

According to boson/fermion correspondence, there are two ways to compute this character.

1. Bosonic way: at any value of c we have the bosonic Fock module Fc, which implies the character
formula

Z(q, t) =
∞∑

c=−∞
tc
∑

λ

q
c2

2
+|λ| =

( ∞∏

k=1

1

1− qk

) ∞∑

c=−∞
q

c2

2 tc. (138)

is the Jacobi theta function.

2. Fermionic way. At position (k + 1
2
) for k ≥ 0 we have two options: a hole with weight 1 and a

particle with weight t−1qk+
1
2 . Similarly, at position −(k + 1

2
) for k ≥ 0 we could have a hole with

the weight tqk+
1
2 and a particle with the weight 1. Since all the positions are independent we have

for partition function

Z(q, t) =
∞∏

k=1

(
1 + tqk−

1
2

)(
1 + t−1qk−

1
2

)
. (139)

Comparing (138) and (139) we arrive to the Jacobi triple product identity

∞∏

k=1

(
1 + tqk−

1
2

)(
1 + t−1qk−

1
2

)
(1− qk) =

∞∑

c=−∞
q

c2

2 tc. (140)

Another system, that we consider is the β − γ system

S =
1

4π

∫ (
β̄∂γ̄ + β∂̄γ

)
d2z, (141)

where now, compared to (127), fundamental fields (β, γ, β̄, γ̄) are considered as bosonic variables in the
path integral formalism. We have two holomorphic current β(z) and γ(z), which satisfy the OPE

γ(z)β(w) =
1

z − w + . . . , β(z)β(w) = reg, γ(z)γ(w) = reg (142)

One can defined their modes as (where β and γ have conformal weights 1 and 0 respectively)

βrO(z) def
=

1

2πi

∮

Cz
(ξ − z)rβ(ξ)O(z)dξ, γrO(z) def

=
1

2πi

∮

Cz
(ξ − z)r−1γ(ξ)O(z)dξ.
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Then one can compute the commutation relations

[βr, βs] = [γr, γs] = 0, [βr, γs] = δr,−s

For the choice of weights 1 and 0 the stress-energy for βγ system has the form

T = β∂γ

and has the central charge 2.
Correlation functions of βγ fields are computed by the Wick rules

〈β(z1)γ(w1) . . . β(zn)γ(wn)〉 =
1

z1 − w1

1

z2 − w2
. . .

1

zn − wn
+ Perms = perm

(
1

zi − wj

)
(143)

We note that compared to fermionic case (128) there are no signs in (143) and this correlation function
can not be written as a determinant but rather as permanent.

One can try to find a representation for the algebra (142) similar to the one in fermionic case (134).
A naive attempt β ∼ eiαϕ, γ ∼ eiβϕ would fail since the β − γ fields are bosonic and in particular

γ(z)γ(w) = γ2(w) + . . .

This field can be bosonized by two holomorphic bosonic fields u and v as

〈u(z)u(w)〉 = 〈v(z)v(w)〉 = − log(z − w)

as (we note that here normal ordering is not needed)

γ = e−u−iv.

Then the β field should be a level one descendant of eu+iv. This follows from charge conservation and
dimensional arguments. We have

β =: (λ1∂u + λ2∂v)e
u+iv : .

Computing the OPE one has

β(z)β(w) = −2λ1(λ1 + iλ2)

(z − w)2 eu(z)+u(w)+iv(z)+iv(w) + reg, β(z)γ(w) =
λ1 + iλ2
z − w + reg

i.e. we have λ1 = 0, λ2 = i, which leads to Friedan, Matrinec and Shenker bosonization of βγ system [2]

β = i : ∂veu+iv :, γ = e−u−iv. (144)

Using the bosonization formula (144) one can compute correlation functions. The result should be
the same as the one coming from βγ−system Wick rules

〈β(z1)γ(w1) . . . β(zn)γ(wn)〉 =
= 〈eu(z1) . . . eu(zn)e−u(w1) . . . e−u(wn)〉 ∂z1 . . . ∂zn〈eiv(z1) . . . eiv(zn)e−iv(w1) . . . e−iv(wn)〉 =

=

∏
(zi − wj)∏

(zi − zj)(wi − wj)
∂z1 . . . ∂zn

∏
(zi − zj)(wi − wj)∏

(zi − wj)
. (145)
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The equality of both representations (143) and (145) can be viewed as a bosonic version of the Cauchy
determinant identity (135). It is basically equivalent to Borchardt’s identity

det

(
1

zi − wj

)
perm

(
1

zi − wj

)
= det

(
1

(zi − wj)2
)
.

Problems:

1. Consider generalized stress-energy tensor

T (z) = λ1 : ∂ψ
∗ψ : +λ2 : ∂ψψ

∗ : .

Find the conformal dimensions of ψ and ψ∗ under this T (z). Compute the central charge.
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Lecture 9: Operator algebra in CFT, conformal blocks

We introduce the notion of operator algebra. Suppose we have a theory and a complete set of fields
{O} = {O1,O2, . . . }. Inspired by the intuition learned from free field CFT, we formulate the hypothesis
of the operator algebra. Namely, we assume that the product of fields can be expanded in neighboring
points

Oi(x)Oj(y) =
∑

k

Ck
ij(x− y)Ok(y) at x→ y, (146)

with Ck
ij(x − y) known as structure constants of operator algebra, which are the functions depending

only on difference of points (due to translation invariance). As we already saw many times, the relation
(146) should be understood as a series of relations on correlation functions

〈Oi(x)Oj(y)X〉 =
∑

k

Ck
ij(x− y)〈Ok(y)X〉 where X = Oj1(x1) . . .Ojn(xn).

By performing OPE, any N -point correlation can be reduced to the sum of two-point ones, which
are universal in CFT and considered as known quantities. The set of structure constants satisfy the
condition of associativity

∑

σ

C iσ
i1i2

(x1 − x2)C
i4
iσi3

(x2 − x3) =
∑

τ

C i4
i1iτ

(x1 − x3)C
iτ
i2i3

(x2 − x3), (147)

also known as bootstrap equations in CFT. It can be thought as an infinite system of quadratic equations.
In general, this is the task which is hardly believed to be accomplished. However, as we will see in 2D
CFT the conformal symmetry puts strong constraints of the coefficients Ck

ij(x− y). So strong, that in
some cases (147) can be solved.

Let us consider 2D CFT. As we learned it is enough to study the correlation functions of primary
fields. Consider the OPE of two primary fields

Φ1(z, z̄)Φ2(w, w̄) =
∑

k,λ,λ̄

Ck,λ,λ̄
12 (z − w)∆k−∆1−∆2+|λ|(z̄ − w̄)∆̄k−∆̄1−∆̄2+|λ̄|Φλ,λ̄

k (w, w̄), (148)

here λ and λ̄ are the partitions

λ = {λ1 ≥ λ2 ≥ . . . }, λ̄ = {λ̄1 ≥ λ̄2 ≥ . . . }, |λ| = λ1 + λ2 + . . . , |λ̄| = λ̄1 + λ̄2 + . . .

and
Φλ,λ̄
k (w, w̄)

def
= (L−λ1L−λ2 . . . )

(
L̄−λ̄1L̄−λ̄2 . . .

)
Φk(w, w̄)

is a descendant of the primary field Φk(w, w̄). The coordinate dependence of the OPE (148) is completely

fixed by scaling properties. The coordinate independent coefficients Ck,λ,λ̄
12 is what is remained to

be determined. In fact there are infinitely many constraints on them following from 2D conformal
invariance.

Let us “act” on (148) by
1

2πi

∮

C
(ζ − w)n+1T (ζ)dζ n > 0,
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where the contour C encircles both z and w in counterclockwise direction: C = Cz + Cw. On the left
hand side of (148) it acts only on Φ1

1

2πi

∮

Cz
(ζ −w)n+1T (ζ)Φ1(z)dζ =

1

2πi

∮

Cz
(ζ −w)n+1

(
∆1Φ1(z)

(ζ − z)2 +
∂zΦ1(z)

ζ − z + . . .

)
dζ = LnΦ1(z), (149)

where
Ln =

(
(z − w)n+1∂z + (n + 1)∆1(z − w)n

)
.

While on the right hand side it acts simply by

Φλ,λ̄
k (w, w̄)→ LnΦ

λ,λ̄
k (w, w̄) =

∑

|µ|=|λ|−n
Λλ

µΦ
µ,λ̄
k (w, w̄). (150)

Applying (149) and (150) (and similar antiholomorphic equations) to the OPE (148) one finds

Ck,µ,λ̄
12 (∆k + n∆1 −∆2 + |µ|) =

∑

|λ|=|µ|+n
Ck,λ,λ̄

12 Λλ
µ,

Ck,λ,µ̄
12

(
∆̄k + n∆̄1 − ∆̄2 + |µ̄|

)
=

∑

|λ̄|=|µ̄|+n

Ck,λ,µ̄
12 Λ̄λ̄

µ̄

(151)

These relations are enough to find them uniquely (for generic values of the parameters). We note that
because of commutation relations (here m,n > 0)

[Lm, Ln] = (m− n)Lm+n, [Lm,Ln] =
!
−(m− n)Lm+n,

it is enough to impose (151) for n = 1 and n = 2 and the rest will follow.
We note that the partitions λ and λ̄ enter (151) completely independent. It is clear that the solution

can be represented in the form

Ck,λ,λ̄
12 = Ck

12βλβλ̄ where by definition β∅ = 1.

Here Ck
12 is the structure constant which gives the contribution of the primary field Φk in the OPE of

Φ1 with Φ2. The constants βλ encode the relative contribution of the descendant fields. The structure
constant Ck

12 factors out of (151) and we have

βµ (∆k + n∆1 −∆2 + |µ|) =
∑

|λ|=|µ|+n
βλΛ

λ
µ, β∅ = 1,

LnΦ
λ
k =

∑

|µ|=|λ|−n
Λλ

µΦ
µ
k .

(152)

As we already mentioned, it is enough to consider (152) for n = 1 and n = 2 only. It is convenient to
imagine, that we are computing the following function

Φk(w)
def
= Φk(w) + (z − w)β L−1Φ(w) + (z − w)2

(
β L2

−1Φk(w) + β L−2Φk(w)
)
+

+ (z − w)2
(
β L3

−1Φk(w) + β L−2L−1Φk(w) + β L−3Φk(w)

)
+ . . . (153)

All the coefficients βλ in (153) are computed recursively by (152). Consider first examples
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Level 1:

(∆k +∆1 −∆2) = 2∆kβ =⇒ β =
∆k +∆1 −∆2

2∆k

, (154)

provided that ∆k 6= 0, which we assume.

Level 2: We have two states
(β L2

−1Φk + β L−2Φk)

From level ∅ with n = 2 we obtain

(∆k + 2∆1 −∆2) = β Λ∅ + β Λ∅ where Λ∅ = 6∆k, Λ∅ = 4∆k +
c

2
.

From level 1 with n = 1 we obtain

β (∆k +∆1 −∆2 + 1) = β Λ + β Λ where Λ = 2(2∆k + 1), Λ = 3.

Altogether we have a system of equations

(∆k +∆1 −∆2)(∆k +∆1 −∆2 + 1)

2∆k
= 2(2∆k + 1)β + 3β

(∆k + 2∆1 −∆2) = 6∆kβ +
(
4∆k +

c

2

)
β .

This system is non-degenerate, provided that the determinant

det

(
2(2∆k + 1) 3

6∆k

(
4∆k +

c
2

)
)

= 2
(
8∆2

k + (c− 5)∆k +
c

2

)

does not vanish. We note, that the determinant actually vanishes at the values

∆k =
5− c±

√
(c− 1)(c− 25)

16
,

which are exactly the values of conformal dimensions of the degenerate fields Φ(1,2) and Φ(2,1). Similar
phenomenon holds at level 1: the coefficient β has a pole at ∆ = 0, i.e. at ∆ = ∆1,1 (see (154)).

In general, at level N we have p(N) constants βλ with |λ| = N subject to p(N − 1) + p(N − 2)
relations, provided that the coefficients βµ with |µ| = N − 1 and |µ| = N − 2 are known. In fact

p(N) < p(N − 1) + p(N − 2), (155)

so we have an over determined system of equations and it looks puzzled that we have a solution. The
resolution of this puzzle is hidden in the fact that the equations followed from (152) for n = 1 and n = 2
are not all algebraically independent. First example of an algebraic relation is

[L1, [L1, [L1, L2]]] + 6[L2, [L1, L2]] ≡ 0,

and hence we have to correct (155) by subtracting an auxiliary term

p(N) < p(N − 1) + p(N − 2)− p(N − 5). (156)
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In fact, there are more algebraic relations. If we take them all into account, we will correct the inequal-
ities (155), (156) to equality known as pentagonal number identity

p(N) = p(N − 1) + p(N − 2)− p(N − 5)− p(N − 7) + p(N − 12) + p(N − 15) + . . . . (157)

It follows from the identity

∞∏

k=1

(1− qk) =
∞∑

k=−∞
(−1)kq k(3k−1)

2 = 1− q − q2 + q5 + q7 − q12 − q15 + . . . (158)

Indeed from (201) one has

1 =
1∏∞

k=1(1− qk)
∞∏

k=1

(1− qk) =
( ∞∑

N=0

p(N)qN

)
(
1− q − q2 + q5 + q7 − q12 − q15 + . . .

)
,

which implies (157). We note that the pentagonal number identity is a special case of Jacobi triple
identity (140) with

q → q3, t→ −q 1
2 .

The calculation above can be formalized with the help of a dual “basis”. Consider a generic descen-
dant

Φλ
k = L−λ1L−λ2 . . .Φk.

Suppose we found a generator χλ ∈ Vir+

χλ =
∑

|µ|=|λ|
aµλLµ where Lµ

def
= Lµ1Lµ2 . . . ,

such that
χλΦ

λ
k = Φk, χλΦ

λ′

k = 0 for all λ′ 6= λ |λ′| = |λ|.
We note that the matrix aµλ is nothing else, but the inverse Gram matrix

aµλ =
(
Γ−1
)µ
λ

where Γµ
λ =
〈∆|LµL−λ|∆〉
〈∆|∆〉 .

The examples of the vectors from dual basis are

χ =
1

2∆
L1,

χ =
8∆k + c

8∆k

(
8∆2

k + (c− 5)∆k +
c
2

)L2
−1 −

3

2
(
8∆2

k + (c− 5)∆k +
c
2

)L−2,

χ = − 3

2
(
8∆2

k + (c− 5)∆k +
c
2

)L2
−1 +

2∆k + 1

8∆2
k + (c− 5)∆k +

c
2

L−2,

etc.
Given the dual basis constructed, it is easy to show that

βλ =
1

(z − w)∆k−∆1−∆2+|λ|

∑

|µ|=|λ|
aµλLµ · (z − w)∆k−∆1−∆2 where Lµ

def
= . . .Lµ2Lµ1 .
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We note that there is another in a sense more transparent way to compute the same expansion.
Namely, we can rearrange the states by derivatives of quasiprimary fields

Φk(w) = Φk(w) + (z − w)ρ1L−1Φk + (z − w)2
(
ρ2L

2
−1 + ν0

(
L−2 −

3

2(2∆ + 1)
L2
−1

))
Φk + . . . (159)

By definition, L1 kills quasiprimary fields. It is clear, that acting by L1 only one stays within given
quasiprimary family. For example, for coefficients ρk in

Φk(w) + (z − w)ρ1L−1Φk + (z − w)2ρ2L2
−1Φk(w) + (z − w)3ρ3L3

−1Φk(w) + . . . ,

we have a recursive system
2∆kρ1 = (∆k +∆1 −∆2),

2(2∆k + 1)ρ2 = (∆k +∆1 −∆2 + 1)ρ1,

3(2∆k + 2)ρ3 = (∆k +∆1 −∆2 + 2)ρ2,

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

which can be explicitly solved

ρN =
1

N !

N∏

j=1

∆k +∆1 −∆2 + j − 1

2∆k + j − 1

We can proceed further and collect the derivatives of the next quasiprimary field in (159)

(z − w)2
(
ν0

(
L−2 −

3

2(2∆ + 1)
L2
−1

)
Φk + (z − w)ν1L−1

(
L−2 −

3

2(2∆ + 1)
L2
−1

)
Φk + . . .

)
.

Clearly, we have

νN =
ν0
N !

N∏

j=1

∆k + 2 +∆1 −∆2 + j − 1

2(∆k + 2) + j − 1
.

The coefficient ν0 can not be determined from commutation relations with L1 only, since the quasipri-
mary state L−2 + 3

2(2∆k+1)
L2
−1 belongs to its kernel. One has to use L2 as well. In fact, we know

that
ν0 = β ,

which was found before.
We note here a strange singularities of the coefficients ρk of the form

ρ2 ∼
1

2∆k + 1
.

This fake singularity is cancelled by the term 3
2(2∆k+1)

L2
−1 in

(
L−2 −

3

2(2∆k + 1)
L2
−1

)
Φk.

It can be shown that the only singularities of βλ’s are located at the values ∆ = ∆m,n.
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Applying the OPE (148) to the 4-point correlation function, we obtain

〈Φ1(z1, z̄1)Φ2(z2, z̄2)Φ3(z3, z̄3)Φ4(z4, z̄4)〉 =
∑

k

Ck
12|z1 − z2|2(∆k−∆1−∆2)×

×
∑

λ,λ̄

βλβλ̄(z1 − z2)|λ|(z̄1 − z̄2)|λ̄|〈
(
(L−λ1L−λ2 . . . )(L̄−λ̄1L̄−λ̄2 . . . )Φk(z2, z̄2)

)
Φ3(z3, z̄3)Φ4(z4, z̄4)〉 =

=
∑

k

Ck
12Ck34

∣∣∣∣∣
∑

λ

(z1 − z2)∆k−∆1−∆2+|λ|βλ

(
L̂−λ · (z2 − z3)γ23(z2 − z4)γ24(z3 − z4)γ34

)∣∣∣∣∣

2

=

=
∑

k

Ck
12Ck34

∣∣∣∣∣
∑

λ,µ:|λ|=|µ|

(
Γ−1
)µ
λ

(
Lµ · (z1 − z2)∆k−∆1−∆2

)(
L̂−λ · (z2 − z3)γ23(z2 − z4)γ24(z3 − z4)γ34

)∣∣∣∣∣

2

,

where γ23 = ∆4 −∆k −∆3, γ24 = ∆3 −∆k −∆4 and γ34 = ∆k −∆3 −∆4 and

L̂−λ
def
= L̂−λ1L̂−λ2 . . . , L̂−n =

∑

j=3,4

(
(n− 1)∆j

(zj − z2)n
− ∂j

(zj − z2)n−1

)
.

In the third line we used the explicit form of the three-point function. We see that the 4-point function
has split into a sum of modulus squared of holomorphic functions

〈Φ1(z1, z̄1)Φ2(z2, z̄2)Φ3(z3, z̄3)Φ4(z4, z̄4)〉 =
∑

k

Ck
12Ck34

∣∣∣F∆k
(∆1,∆2,∆3,∆4|z1, z2, z3, z4)

∣∣∣
2

,

where

F∆k
(∆1,∆2,∆3,∆4|z1, z2, z3, z4) def

=
∑

λ,µ:|λ|=|µ|
aµλ

(
Lµ · (z1 − z2)∆k−∆1−∆2

)
×

×
(
L̂−λ · (z2 − z3)∆4−∆k−∆3(z2 − z4)∆3−∆k−∆4(z3 − z4)γ34

)
(160)

is known as a conformal block. It sums explicitly the contribution of entire conformal family. And this
sum is universal in a sense that it does not depend on dynamics of the theory.

In fact, it is rather inconvenient to work with the definition (160). The problem is with the action of
the operator L̂−n which produces many terms inconvenient for “logarithmization”. The computation can
be facilitated by remembering the projective invariance of correlation functions. Namely, the following
formula (72)

〈Φ1(z1, z̄1)Φ2(z2, z̄2)Φ3(z3, z̄3)Φ4(z4, z̄4)〉 =
= |z1 − z4|−2∆1 |z2 − z3|2(∆4−∆1−∆2−∆3)|z2 − z4|2(∆1+∆3−∆2−∆4)|z3 − z4|2(∆1+∆2−∆3−∆4)×

× lim
ζ→∞

ζ2∆4〈Φ1(z, z̄)Φ2(0)Φ3(1)Φ4(ζ, ζ̄)〉 where z =
(z1 − z2)(z3 − z4)
(z1 − z4)(z3 − z2)

.

It means that it is enough to find z4 →∞ limit of the conformal block

F∆

(∆2 ∆3

∆1 ∆4

∣∣∣z
)
=

(∆3, 1)

(∆4,∞)

(∆2, 0)

(∆1, z)

∆
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which we define as follows

F∆

(∆2 ∆3

∆1 ∆4

∣∣∣z
)
=
∑

|λ|=|µ|
aµλ

(
Lµ · z∆−∆1−∆2

)(
L̂−λ · x∆4−∆−∆3

)∣∣∣∣∣
x=1

,

where
Lµ = . . .Lµ2Lµ1 , Ln = zn+1∂z + (n + 1)∆1z

n,

L̂−λ = (−L−λ1)(−L−λ2) . . . , L−n = x−n+1∂x + (−n+ 1)∆3x
−n.

All this can be formalized as follows. We introduce the matrix element

〈∆′|LµΦk(z)L−λ|∆〉 def
= lim

ζ→∞
|ζ |2∆′〈Φλ

∆(0)Φ∆k
(z, z̄)Φµ

∆′(ζ, ζ̄)〉,

L−λ = L−λ1L−λ2 . . . , Lµ = . . . Lµ2Lµ1 .

This matrix element is computed with the help of Virasoro commutation relations and

[Ln,Φk(z)] =
(
zn+1∂z +∆k(n + 1)zn

)
Φk(z) = Ln · Φk(z). (161)

Note that
[Lm, [Ln,Φk(z)]]

!
= Ln · Lm · Φk(z), Φk(z) ∼ z∆

′−∆−∆k .

Using these commutation relations, one can compute any matrix element

〈∆′|LµΦkL−λ|∆〉
〈∆′|Φk|∆〉

def
= lim

z→1

〈∆′|LµΦk(z)L−λ|∆〉
〈∆′|Φk(z)|∆〉

,

which is some polynomial in ∆, ∆′ and ∆k.
In these terms the conformal block is given by

F∆

(∆2 ∆3

∆1 ∆4

∣∣∣z
)
=
∑

|λ|=|µ|
z∆−∆1−∆2+|λ| (Γ−1

)µ
λ

〈∆4|Φ3L−λ|∆〉
〈∆4|Φ3|∆〉

〈∆|LµΦ1|∆2〉
〈∆|Φ1|∆2〉

. (162)

Explicitly, we have

F∆

(∆2 ∆3

∆1 ∆4

∣∣∣z
)
= z∆−∆1−∆2

(
1 +

(∆ +∆3 −∆4)(∆ +∆1 −∆2)

2∆
z + . . .

)
(163)

In Hamiltonian language the expansion (162) can be viewed as an “insertion of a complete set of states”

1 ” = ”
∑

|λ|=|µ|
z∆k−∆1−∆2+|λ| (Γ−1

)µ
λ

(
L−λ|∆〉〈∆|Lµ

)
,

and the z dependence in this formula is due to the fact that operators are taken at different time slices.
Using the conformal block decomposition, one can rewrite the associativity condition (147) as

∑

k

Ck
12Ck34

∣∣∣F∆k

(∆2 ∆3

∆1 ∆4

∣∣∣z
)∣∣∣

2

= |z|−4∆1
∑

l

C l
14Cl34

∣∣∣F∆l

(∆4 ∆3

∆1 ∆2

∣∣∣1
z

)∣∣∣
2

(164)

Probs:
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1. Solve (152) for level N = 3. Find the values of ∆k for which the determinant of the corresponding
matrix vanishes.

2. Consider the case ∆1 = ∆(α), ∆2 = ∆(β) and ∆k = ∆(α + β), where

∆(α) = α(Q− α), c = 1 + 6Q2,

and show by explicit calculations on first two levels that the OPE coefficients βλ’s coincide with
those following from the free-field formula

: e
√
2αϕ(z,z̄) :: e

√
2βϕ(w,w̄) :=

R4αβ

|z − w|4αβ : e
√
2αϕ(z,z̄)e

√
2βϕ(w,w̄) : .
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Lecture 10: Space of conformal blocks
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Lecture 11: Zamolodchikov recursion formula

There is very efficient algorithm for computing of the conformal block suggested by Zamolodchikov. we
will study the pole structure of the four-point conformal block (162) following [3]. This function, being
considered as a function of the intermediate dimension ∆ has poles at Kac values ∆→ ∆m,n (see (88)).
Clearly, the poles come from the inverse of the Shapovalov matrix (90). At ∆ = ∆m,n there is a singular
vector at the level mn

|χm,n〉 = Dm,n|∆m,n〉 where Dm,n = Lmn−1 + c1(b)L−2L
mn−2
−1 + c2(b)L−3L

mn−3
−1 + . . . , (165)

with (see (89))

c1 =
mn

6

(
(m2 − 1)b2 + (n2 − 1)b−2

)
etc.

From the Kac determinant formula (92) we know that for any two partitions λ and ν the following
holds |λ| = |ν|+mn

〈∆|LλL−νDm,n|∆〉 ∼ (∆−∆m,n)

We can compute the conformal block (162) in any basis we like. We take the following one

L̃−λ|∆〉 def
=





L−λ|∆〉 if λ = {. . . , 1, . . . , 1︸ ︷︷ ︸
k<mn

},

L−νDm,n|∆〉 otherwise

In this basis one can write

F∆

(∆2 ∆3

∆1 ∆4

∣∣∣z
)
=
∑

|λ|=|µ|
z∆−∆1−∆2+|λ|

(
Γ̃−1
)
λµ

〈∆4|Φ3L̃−λ|∆〉
〈∆4|Φ3|∆〉

〈∆|L̃µΦ1|∆2〉
〈∆|Φ1|∆2〉

,

where
Γ̃µλ

def
= 〈∆|L̃µL̃−λ|∆〉.

Clearly, only the vectors L−νDm,n|∆〉 lead to the singular behavior12. Moreover, one has

〈∆|D+
m,nLνL−ρDm,n|∆〉 = 〈∆m,−n|LνL−ρ|∆m,−n〉〈∆|D+

m,nDm,n|∆〉+O
(
(∆−∆m,n)

2
)
,

where we have used the relation
∆m,n +mn = ∆m,−n.

12It follows from the formula for determinant of the block matrix (provided that D is non-degenerate)

det

(
A B
C D

)
= det(D) det

(
A−BD−1C

)
= det(D) det

(
A
)
+ . . .

Then any entry of the inverse matrix is of the form (−1)± det

(
A′ B′

C′ D′

)/
det

(
A B
C D

)
where (A′, B′, C′, D′) were

obtained from (A,B,C,D) by erasing one row and one column. Clearly, only the elements with D′ = D lead to the
singular behavior.
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Collecting all this one arrives to

ResF∆

(∆2 ∆3

∆1 ∆4

∣∣∣z
)∣∣∣

∆=∆m,n

= (rm,n)
−1×

×
∑

|ν|=|ρ|
z∆m,−n−∆1−∆2+|ν|

(
Γ−1
∆m,−n

)
νρ

〈∆4|Φ3L−νDm,n|∆m,n〉
〈∆4|Φ3|∆m,n〉

〈∆m,n|D+
m,nLρΦ1|∆2〉

〈∆m,n|Φ1|∆2〉
,

where

rm,n = lim
∆→∆m,n

〈∆|D+
m,nDm,n|∆〉

∆−∆m,n
(166)

Moreover, we have

〈∆4|Φ3L−νDm,n|∆m,n〉
〈∆4|Φ3|∆m,n〉

=
〈∆4|Φ3L−ν |∆m,−n〉
〈∆4|Φ3|∆m,−n〉

〈∆4|Φ3Dm,n|∆m,n〉
〈∆4|Φ3|∆m,n〉

,

〈∆m,n|D+
m,nLρΦ1|∆2〉

〈∆m,n|Φ1|∆2〉
=
〈∆m,−n|LρΦ1|∆2〉
〈∆m,−n|Φ1|∆2〉

〈∆m,n|D+
m,nΦ1|∆2〉

〈∆m,n|Φ1|∆2〉
.

Collecting altogether one has

ResF∆

(∆2 ∆3

∆1 ∆4

∣∣∣z
)∣∣∣

∆=∆m,n

=
Rm,n

rm,n
F∆m,−n

(∆2 ∆3

∆1 ∆4

∣∣∣z
)
, (167)

where

Rm,n =
〈∆4|Φ3Dm,n|∆m,n〉
〈∆4|Φ3|∆m,n〉

〈∆m,n|D+
m,nΦ1|∆2〉

〈∆m,n|Φ1|∆2〉
.

Our next goal is to compute the factors rm,n and Rm,n. The last one is relatively easy. Consider first
examples

〈∆4|Φ3D1,1|∆1,1〉
〈∆4|Φ3|∆1,1〉

= −∂z · z∆4−∆1,1−∆3

∣∣∣
z=1

=
(
∆(α3)−∆(α4)

)
,

and

〈∆4|Φ3D2,1|∆2,1〉
〈∆4|Φ3|∆2,1〉

=
(
∂2z − b2

(
z−1∂z −∆3z

−2
))
z∆4−∆2,1−∆3

∣∣∣
z=1

=

= (∆4 −∆2,1 −∆3)(∆4 −∆2,1 −∆3 − 1)− b2(∆4 −∆2,1 − 2∆3) =

=

(
∆(α3)−∆

(
α4 +

b

2

))(
∆(α3)−∆

(
α4 −

b

2

))
,

and

〈∆4|Φ3D3,1|∆3,1〉
〈∆4|Φ3|∆3,1〉

= · · · =
(
∆(α3)−∆(α4)

)(
∆(α3)−∆(α4 + b)

)(
∆(α3)−∆(α4 − b)

)
. (168)

It suggests the following generic formula

〈∆4|Φ3Dm,n|∆m,n〉
〈∆4|Φ3|∆m,n〉

=
∏

r,s

(
∆(α3)−∆

(
α4 +

rb

2
+
sb−1

2

))
, (169)

66



where the product goes over the sets

r = {m− 1, m− 3, . . . , 3−m, 1−m} and s = {n− 1, n− 3, . . . , 3− n, 1− n}. (170)

The explicit formula (168) is a manifestation of the fusion rules for degenerate fields. We have
already seen an example of such fusion (96)

Φ2,1Φα = [Φα+ b
2
] + [Φα− b

2
], Φ1,2Φα = [Φ

α+ b−1

2

] + [Φ
α− b−1

2

].

In particular it implies that

Φ2,1Φm,n = [Φm+1,n] + [Φm−1,n], Φ1,2Φm,n = [Φm,n+1] + [Φm,n−1].

Both these fusion rules can be interpreted as sl(2) fusion rules. Namely, the product of 2-dimensional
and m-dimensional (or n-dimensional) representations of sl(2) is the sum of m + 1-dimensional and
m− 1-dimensional representations (n+1-dimensional and n− 1-dimensional). Then using associativity
of the OPE, one finds that

Φm,nΦα =
∑

r,s

[
Φ
α+ rb

2
+ sb−1

2

]
, (171)

where the sum goes over the set (190). Now consider the matrix element (169). The state Dm,n|∆m,n〉 =
|χm,n〉 is a singular vector which one can consistently set to zero

〈∆4|Φ3Dm,n|∆m,n〉
〈∆4|Φ3|∆m,n〉

= Dm,nz∆4−∆m,n−∆3 = 0, (172)

where Dm,n is a differential operator obtained from Dm,n according to the rules (161). Comparing (172)
with (171) and taking into account large ∆3 asymptotic, one arrives to the r.h.s. of (169).

Similarly, one has

〈∆m,n|D+
m,nΦ1|∆2〉

〈∆m,n|Φ1|∆2〉
=
∏

r,s

(
∆(α1)−∆

(
α2 +

rb

2
+
sb−1

2

))
,

which implies

Rm,n =
∏

r,s

(
∆(α1)−∆

(
α2 +

rb

2
+
sb−1

2

))(
∆(α3)−∆

(
α4 +

rb

2
+
sb−1

2

))
.

The constant rm,n is more complicated. From its definition (166) it is clear that rm,n is a polynomial
in b and b−1. Explicit calculations on first levels give

r1,1 = 2, r2,1 = 4b2
(
b+ b−1

) (
b− b−1

)
, r3,1 = 24b4

(
2b+ b−1

) (
2b− b−1

) (
b+ b−1

) (
b− b−1

)
. . .
(173)

Zamolodchikov computed more terms and conjectured the generic formula [3]

rm,n =
2

mb+ nb−1

′∏

1−m ≤ i ≤ m
1− n ≤ j ≤ n

(ib+ jb−1),
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where
∏′ means that the term with i = j = 0 is absent.

Using (167) it is tempting to write

F∆

(∆2 ∆3

∆1 ∆4

∣∣∣z
)
=
∑

m,n

Rmn

rm,n(∆−∆m,n)
F∆m,−n

(∆2 ∆3

∆1 ∆4

∣∣∣z
)
+ . . . . (174)

However such an expansion does not catch the asymptotic of the conformal block a at ∆→∞. Alexey
Zamolodchikov has shown in [3] that the conformal block admits the semiclassical behavior

F∆

(∆2 ∆3

∆1 ∆4

∣∣∣z
)
= f∆

(∆2 ∆3

∆1 ∆4

∣∣∣z
)(

1 +O

(
1

∆

))
,

where

f∆

(∆2 ∆3

∆1 ∆4

∣∣∣z
)
= (16q)∆−Q2

4 z
Q2

4
−∆1−∆2(1− z)Q2

4
−∆1−∆3θ3(q)

3Q2−4
∑

k ∆k ,

with13

θ3(q) =
∑

k∈Z
qk

2

, q = eiπτ , τ = i
K(1 − z)
K(z)

where K(x) =
1

2

∫ 1

0

dt√
t(1 − t)(1− xt)

.

Motivating by this formula we define elliptic conformal block

F∆

(∆2 ∆3

∆1 ∆4

∣∣∣z
)
= (16q)∆−Q2

4 z
Q2

4
−∆1−∆2(1− z)Q2

4
−∆1−∆3θ3(q)

3Q2−4
∑

k ∆kH∆

(∆2 ∆3

∆1 ∆4

∣∣∣q
)
.

The elliptic conformal block converges to 1 at ∆ → ∞. This allows to write the elliptic recurrence
formula [3]

H∆

(∆2 ∆3

∆1 ∆4

∣∣∣q
)
= 1 +

∑

m,n

(16q)mnRm,n

rm,n(∆−∆m,n)
H∆m,−n

(∆2 ∆3

∆1 ∆4

∣∣∣q
)

(175)

The formula (175) is very efficient. Taking

H∆

(∆2 ∆3

∆1 ∆4

∣∣∣q
)
= 1 +

∞∑

N=1

qNHN(∆),

we obtain

HN(∆) =
∑

mn≤N

(16)mnRm,n

rm,n(∆−∆m,n)
HN−mn(∆m,−n).

One can also change the point of view and study analytic structure of the conformal block as a
function of c. Namely, equation ∆ = ∆m,n(c) can also be solved as

c = cm,n(∆).

13The elliptic parameter q has the following expansion in terms of z

16q = z +
z2

2
+

21z3

64
+

31z3

128
+ . . .
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Then using (174) one finds

F∆

(∆2 ∆3

∆1 ∆4

∣∣∣z
)
=
∑

m,n

Rmn

(
∂∆m,n(c)

∂c

)−1

rm,n(c− cm,n)
F∆m,−n

(∆2 ∆3

∆1 ∆4

∣∣∣z
)
+ lim

c→∞
F∆

(∆2 ∆3

∆1 ∆4

∣∣∣z
)
.

In the limit c→∞ only the states LN−1|∆〉 contribute and their effect can be easily summed up

lim
c→∞

F∆

(∆2 ∆3

∆1 ∆4

∣∣∣z
)
=

∞∑

N=0

z∆−∆1−∆2+N
1

〈∆|LN1 LN−1|∆〉
〈∆4|Φ3L

N
−1|∆〉

〈∆4|Φ3|∆〉
〈∆|LN1 Φ1|∆2〉
〈∆|Φ1|∆2〉

=

= z∆−∆1−∆2F

(
∆+∆1−∆2 ∆+∆3−∆4

2∆

∣∣∣∣z
)
, (176)

where F

(
AB
C

∣∣∣∣z
)

is the hypergeometric function.

Probs:

1. Show that the coefficient r2,1 is given by (173).

2. Show that the large c limit of the conformal block is given by (176).
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Lecture 12: BPZ differential equation and three-point function

In this lecture we will study the associativity condition (164) for the special case with one of the fields
being degenerate. We will consider the case of Φ2,1 field. Consider 4-point correlation function

Ψ(z, z̄)
def
= 〈Φ− b

2
(z, z̄)Φα1(z1, z̄1)Φα2(z2, z̄2)Φα3(z3, z̄3)〉.

which satisfies BPZ differential equation (94) and similar anti-holomorphic equation. Using the projec-
tive invariance, one can set z1 = 0, z2 =∞ and z3 = 1

[
z(1 − z)∂2 + b2

(
(2z − 1)∂ +

∆1

z
+

∆3

1− z +∆2,1 −∆2

)]
Ψ(z, z̄) = 0. (177)

It can be brought to the conventional hypergeometric form by the following change of variables

Ψ(z, z̄) = zbα1(1− z)bα3f(z).

We obtain [
z(1 − z)∂2 +

(
C − (A+B + 1)z

)
∂ −AB

]
f(z) = 0, (178)

where

A =
1

2
+ b(α1 + α3 −Q) + b

(
α2 −

Q

2

)
, B =

1

2
+ b(α1 + α3 −Q)− b

(
α2 −

Q

2

)
,

C = 1 + b (2α1 −Q) .
(179)

This equation has two solutions with diagonal monodromy around z = 0 expressed through hypergeo-
metric function

F

(
AB
C

∣∣∣∣z
)

and z1−CF

(
1+A−C 1+B−C

2−C

∣∣∣∣z
)
,

where the second one is obtained from the first one by substitution α1 → Q − α1. For the original
equation (177) we have

F s−(z) = zbα1(1− z)bα3F

(
AB
C

∣∣∣∣z
)
, F s+(z) = zb(Q−α1)(1− z)bα3F

(
1+A−C 1+B−C

2−C

∣∣∣∣z
)
. (180)

We note that these solutions correspond to s−channel conformal blocks

F s±(z) = F∆±

( ∆1 ∆2

∆2,1 ∆3

∣∣∣z
)
,

so that they have simple monodromic properties at z = 0.
There is another basis of solutions to (178) with diagonal monodromy around z =∞

z−AF

(
A 1+A−C
1+A−B

∣∣∣∣
1

z

)
, z−BF

(
B 1+B−C
1+B−A

∣∣∣∣
1

z

)
.
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which correspond to t−channel conformal blocks.

F t−(z) = z−2∆2,1

(
1

z

)bα2
(
1− 1

z

)bα3

F

(
A 1+A−C
1+A−B

∣∣∣∣
1

z

)
,

F t+(z) = z−2∆2,1

(
1

z

)b(Q−α2)(
1− 1

z

)bα3

F

(
B 1+B−C
1+B−A

∣∣∣∣
1

z

)
.

(181)

Of course these two bases of solutions are linearly dependent. To see this we consider Mellin-Barnes
representation for hypergeometric function

Γ(A)Γ(B)

Γ(C)
F

(
A B
C

∣∣∣∣z
)

=
1

2πi

∫

C

Γ(A+ s)Γ(B + s)Γ(−s)
Γ(C + s)

(−z)sds,

where |z| < 1 and the contour C encircles the poles of Γ(−s) in counterclockwise direction. For |z| > 1
the contour C rather picks the poles of Γ(A + s) and Γ(B + s) and hence we have

Γ(A)Γ(B)

Γ(C)
F

(
AB
C

∣∣∣∣z
)

=
Γ(A)Γ(B −A)

Γ(C − A) (−z)−AF
(
A 1+A−C
1+A−B

∣∣∣∣
1

z

)
+

+
Γ(B)Γ(A− B)

Γ(C − B)
(−z)−BF

(
B 1+B−C
1+B−A

∣∣∣∣
1

z

)
.

Similar transformation law we have for another solution. In terms of s− and t− channel conformal
blocks the relation can be written as

F s+ =
Γ(A−B)Γ(2− C)

Γ(1−B)Γ(1 + A− C)F
t
+ +

Γ(B − A)Γ(2− C)
Γ(1−A)Γ(1 +B − C)F

t
−,

F s− =
Γ(A−B)Γ(C)

Γ(A)Γ(C − B)
F t+ +

Γ(B − A)Γ(C)
Γ(B)Γ(C −A)F

t
−.

(182)

We have only two conformal blocks appearing in the s−channel decomposition

〈Φ− b
2
(z, z̄)Φα1(0)Φα2(∞)Φα3(1)〉 = C

α1+
b
2

− b
2
,α1
C
(
α1+

b

2
, α2, α3

)
|F s+(z)|2+C

α1− b
2

− b
2
,α1
C
(
α1+

b

2
, α2, α3

)
|F s−(z)|2.

(183)
At the same the t−channel decomposition should also hold

〈Φ− b
2
(z, z̄)Φα1(0)Φα2(∞)Φα3(1)〉 = C

α2+
b
2

− b
2
,α2
C
(
α1, α2+

b

2
, α3

)
|F t+(z)|2+C

α2+
b
2

− b
2
,α2
C
(
α1, α2−

b

2
, α3

)
|F t−(z)|2.

(184)
The validity of both decompositions (183) and (184) guaranties the the correlation function is single-
valued on the thrice punctured sphere. We note however, that applying (182) to (183) we will have
unwanted terms like

F t+(z)F t−(z̄),
which will destroy this property. The condition that unwanted terms cancel leads us to

C
α1− b

2

− b
2
,α1

C
α1+

b
2

− b
2
,α1

C
(
α1 − b

2
, α2, α3

)

C
(
α1 +

b
2
, α2, α3

) =
γ(A)γ(B)γ(C − A)γ(C − B)

γ(C)γ(C − 1)
, γ(x) =

Γ(x)

Γ(1− x) . (185)
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It is convenient to rewrite the relation (185) in the form

C (α1 + b, α2, α3)

C(α1, α2, α3)
∼ γ(2bα1)γ(2bα1 − 1)γ

(
b(α3 + α2 − α1)− b2

)

γ
(
b(α1 + α2 − α3)

)
γ
(
b(α1 + α3 − α2)

)
γ
(
b(α1 + α2 + α3 −Q)

) , (186)

where ∼ means up to a factor depending only on α1. Similar relation should hold with b being replaced
with b−1

C (α1 + b−1, α2, α3)

C(α1, α2, α3)
∼ γ(2b−1α1)γ(2b

−1α1 + b−2)γ
(
b−1(α3 + α2 − α1)− b−2

)

γ
(
b−1(α1 + α2 − α3)

)
γ
(
b−1(α1 + α3 − α2)

)
γ
(
b−1(α1 + α2 + α3 −Q)

) . (187)

In order to solve (186) and (187) it is desirable to have a function Υ(x), which is self dual with
respect to b↔ b−1 and satisfies

Υ(x+ b) = b1−2bxγ(bx)Υ(x), Υ

(
x+

1

b

)
= b

2x
b
−1γ

(x
b

)
Υ(x). (188)

We note that this condition is consistent with the requirement

Υ
(
x+ b+ 1

b

)

Υ (x+ b)

Υ (x+ b)

Υ (x)
=

Υ
(
x+ b+ 1

b

)

Υ
(
x+ 1

b

) Υ
(
x+ 1

b

)

Υ (x)
.

It is clear, that if the function which obeys (188) exists, it should be unique up to a constant provided
that b2 6= p/q. One can easily check that Υ(Q − x) satisfies exactly the same properties (188), which
suggests

Υ(x) = Υ(Q− x), Υ

(
Q

2

)
= 1.

There is an integral representation

log Υ(x) =

∫ ∞

0

dt

t

[(
Q

2
− x
)2

e−2t − sinh2
((

Q
2
− x
)
t
)

sinh(bt) sinh
(
t
b

)
]
,

which is valid in the domain 0 < x < Q. The function Υ(x) does not have poles, only zeroes

x = −mb − n

b
, x = Q+mb+

n

b
, m, n ≥ 0.

Having the Υ(x) function defined, one can write the solution to (186) and (187) as

C(α1, α2, α3) =
N (α1)N (α2)N (α3)

Υ(α−Q)∏3
k=1Υ(α− 2αk)

, where α = α1 + α2 + α3,

where the factors N (αk) correspond to unknown normalization factors for primary fields.
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Lecture 13: Minimal models I

Minimal models were introduced by Belavin, Polyakov and Zamolodchikov in their seminal paper [4].
We have seen many times a simplification happening for correlation functions involving degenerate

fields. For example the fusion (96)

Φ2,1Φα = [Φα+ b
2
] + [Φα− b

2
], Φ1,2Φα = [Φ

α+ b−1

2

] + [Φ
α− b−1

2

].

In particular it implies that

Φ2,1Φm,n = [Φm+1,n] + [Φm−1,n], Φ1,2Φm,n = [Φm,n+1] + [Φm,n−1].

Both these fusion rules can be interpreted as sl(2) fusion rules. Namely, the product of 2-dimensional
and m-dimensional (or n-dimensional) representations of sl(2) is the sum of m + 1-dimensional and
m− 1-dimensional representations (n+1-dimensional and n− 1-dimensional). Then using associativity
of the OPE, one finds that

Φm,nΦα =
∑

r,s

[
Φ
α+ rb

2
+ sb−1

2

]
, (189)

where the sum goes over the set

r = {m− 1, m− 3, . . . , 3−m, 1−m} and s = {n− 1, n− 3, . . . , 3− n, 1− n}. (190)

But what if correlation function consists of degenerate fields only? Consider the OPE (189) were
the sum goes over the set (190) and suppose that α = αm′,n′. Then there are two ways to rewrite (189)

Φm,nΦm′,n′ =
∑

r,s

[Φr,s] , Φm,nΦm′,n′ =
∑

r′,s′

[Φr′,s′] ,

where the sums go over the sets

r ∈ (m′ −m+ 1, . . . , m′ +m− 1), s ∈ (n′ − n+ 1, . . . , n′ + n− 1),

r′ ∈ (m−m′ + 1, . . . , m′ +m− 1), s′ ∈ (n− n′ + 1, . . . , n′ + n− 1).
(191)

The compatibility condition for validity of both expansions requires the sum go over the intersection of
two sets (191). That is

Φm,nΦm′,n′ =
∑

r,s

[Φr,s] , r ∈
(
|m′−m|+1, . . . , m′+m−1

)
, s ∈

(
|n′−n|+1, . . . , n′+n−1

)
, (192)

Since negative numbers do not appear in the r.h.s. of (192), we conclude that the sum goes over
the degenerate fields only. In other words the OPE is closed on degenerate fields. So, we might try to
construct a CFT which will consists of degenerate fields Φm,n only, where (m,n) belong to some set.
Actually, this time we will be more cautious about unitarity issues. In particular, we will require

∆m,n =
(b+ b−1)2

4
− (mb+ nb−1)2

4
≥ 0. (193)
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We see that (193) does not hold for b ∈ R, for b = eiθ it is in general complex, while the only hope is for
b = iβ with β ∈ R. In this case one can still find (m,n), such that |mβ + nβ−1| ≪ 1 and so ∆m,n < 0.
So, the only hope to construct an unitary CFT with degenerate fields only, would be the case where set
of possible (m,n) is restricted.

This is where doubly-degenerate fields come into a play. Namely, suppose that

b2 = −p
q
, (194)

where p and q are coprime positive integers q > p. In this case all the fields

Φm+kq,n+kp and Φq−m+kq,p−n+kp (195)

have the same conformal dimensions. In new parametrization (194) one has

c = 1− 6(p− q)2
pq

(196)

Consider the notion of the Kac table, that is the set 0 < m < q, 0 < n < p. Take basic degenerate
field Φm,n with 0 < m < q, 0 < n < p and its nearest partner Φm′,n′ = Φq−m,p−n (also with 0 < m′ < q,
0 < n′ < p) and consider the OPE

Φm,nΦα =
∑

i,j

[
Φ
α− (m−1)b

2
− (n−1)b−1

2
+ib+jb−1

]
=
∑

i′,j′

[
Φ
α− (m′−1)b

2
− (n′−1)b−1

2
+i′b+j′b−1

]
, (197)

where i = 0, 1, . . . , m− 1, j = 0, 1, . . . , n− 1 etc. In the r.h.s. of (197) we should either have

α− (m− 1)b

2
− (n− 1)b−1

2
+ ib+ jb−1 = α− (m′ − 1)b

2
− (n′ − 1)b−1

2
+ i′b+ j′b−1,

or

α− (m− 1)b

2
− (n− 1)b−1

2
+ ib+ jb−1 = Q− α +

(m′ − 1)b

2
+

(n′ − 1)b−1

2
− i′b− j′b−1.

First possibility leads to the condition

p(m+ i′ − i) = q(n + j′ − j),

which never holds, while the second one gives

α = αm′′,n′′ with m′′ = i+ i′ + 1, n′′ = j + j′ + 1.

We note that 0 < m′′ < q, 0 < n′′ < p. That is the necessary condition for the field Φα to have a
non-trivial OPE with degenerate field Φm,n from Kac table 0 < m < q, 0 < n < p, is to be a degenerate
field from the Kac table also. Then the associativity implies that the OPE is closed on degenerate fields
from the Kac table only.

The fact noticed above opens the possibility to have a CFT for quantized values of the parameter
(194), which has only finitely many degenerate fields from the Kac table with

∆m,n =

(
mp− nq

)2 − (p− q)2
4pq

. (198)
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Such CFT’s are known as minimal modelsMp,q. One can show that there are always negative numbers
in (198) except the case q = p+ 1 where all the values

∆m,n =

(
mp− n(p + 1)

)2 − 1

4p(p+ 1)
(199)

are obligatory non-negative. The modelsMp,p+1 are known as unitary series of minimal models. More-
over, there is Friedan Qiu and Shenker theorem [5] which states that the Verma module V∆ does not
have vectors of negative norm only in two cases:

� For ∆ ≥ 0 and c ≥ 1

� For unitary minimal model

c = 1− 6

p(p+ 1)
, ∆m,n =

(mp− n(p+ 1))2 − 1

4p(p+ 1)
for 0 < n < m < p+ 1.

We will provide the details of the proof of this theorem later in this course.
There might be a problem since according to (195) for any field from the Kac table we have infinitely

many null vectors. The situation is very interesting. Consider the simplest minimal modelM2,3, which
corresponds to the value

b = i

√
2

3
=⇒ c = 0.

This theory has the following Kac table

1

1

2

00

In fact the Hilbert space of this theory consists of just one vacuum state such that

Ln|0〉 = 0 n ∈ Z.

The character of this module is just 1. However, from the point of view of Verma modules the situation

is more subtle. Kac dimensions for c = 0 model (b = i
√

2
3
) have the form

∆m,n =
(2m− 3n)2 − 1

24
.
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In particular,
∆1,1 = ∆2,1 = 0.

and hence the Verma module V0 has two null vectors |χ1,1〉 and |χ2,1〉 at levels 1 and 2 respectively. The
corresponding character seem to have the form

χ(q) =

( ∞∏

k=1

1

1− qk

)
(1− q − q2) = 1− q5 + . . . , (200)

which is certainly not equal to 1. However, the modules V1 and V2 intersect. Indeed, one can check that

∆4,1 = ∆2,3 = 1 and ∆5,1 = ∆1,3 = 2,

and hence the module V1 has two null vectors at levels 4 (total level 5) and 6 (total level 7), while V2 has
two null vectors at levels 3 (total level 5) and 5 (total level 7). However, the corresponding descendants
coincide, as one can see from the relations

D4,1D1,1 = D1,3D2,1 and D2,3D1,1 = D5,1D2,1,

where Dm,n are defined in (244) and hence we have

L−λ

(
L4
−1 −

20

3
L−2L

2
−1 + 4L2

−2 + 4L−3L−1 − 4L−4

)

︸ ︷︷ ︸
D4,1

L−1

︸︷︷︸
D1,1

|0〉 =

= L−λ

(
L3
−1 − 6L−2L−1 + 6L−3

)
︸ ︷︷ ︸

D1,3

(
L2
−1 −

2

3
L−2

)

︸ ︷︷ ︸
D2,1

|0〉

and

L−λ

(
L6
−1 − 14L−2L

4
−1 +

112

3
L2
−2L

2
−1 −

512

27
L3
−2 + 14L−3L

3
−1 −

40

3
L−3L−2L−1−

︸ ︷︷ ︸
D2,3

−208
9
L2
−3 − 48L−4L

2
−1 +

688

9
L−4L−2 +

88

9
L−5L−1 +

80

3
L−6

)

︸ ︷︷ ︸
D2,3

L−1

︸︷︷︸
D1,1

|0〉 = L−λ

(
L5
−1 −

40

3
L−2L

3
−1+

︸ ︷︷ ︸
D5,1

+
256

9
L2
−2L−1 +

52

3
L−3L

2
−1 −

256

9
L−3L−2 −

104

3
L−4L−1 +

208

9
L−5

)

︸ ︷︷ ︸
D5,1

(
L2
−1 −

2

3
L−2

)

︸ ︷︷ ︸
D2,1

|0〉

It means that we have substracted states from submodules V5 and V7 in (200) twice. We add them to
compensate the mismatch. Thus we have the character

χ(q) =

( ∞∏

k=1

1

1− qk

)
(1− q − q2 + q5 + q7) = 1 + q12 + . . . .
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Thus we fixed the character up to level 12. Going deeper in the module one finds that V5 and V7 again
both have a pair of null vector which coincide pairwise at the total levels 12 and 15, which implies the
correction to the character (we have added them twice, so we have to substract)

χ(q) =

( ∞∏

k=1

1

1− qk

)
(1− q − q2 + q5 + q7 − q12 − q15) = 1− q22 + . . . .

Proceeding in this way is shown by the diagram of embeddings

0

1 2

5 7

12 15

(1,1) (2,1)

(2,3) (1,3)

(4,1) (5,1)

(2,5) (1,5)

(7,1) (8,1)

The fact that we will get 1 after all ”addings” and ”substractions” is guaranteed by the pentagonal
numbers identity

∞∏

k=1

(1− qk) =
∞∑

k=−∞
(−1)kq k(3k−1)

2 = 1− q − q2 + q5 + q7 − q12 − q15 + . . . (201)

which implies ( ∞∏

k=1

1

1− qk

)
(1− q − q2 + q5 + q7 − q12 − q15 + . . . ) = 1.

The structure of embeddings for Verma module Vm,n for generic minimal model Mp,q can be read
from (195) in a similar way. We use the identity

∆m+kq,n+kp = ∆−m+kq,−n+kp for any k ∈ Z.

We start with the module Vm,n. It has two lowest lying null vectors at the levels mn and (q−m)(p−n).
Thus we have the embedding of Verma modules

V−m,n ⊂ Vm,n︸ ︷︷ ︸
Dm,n

and V−m+2q,n ⊂ Vm,n︸ ︷︷ ︸
Dq−m,p−n

,
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where we have explicitly shown the corresponding null vector creating operators. The each of Verma
modules V−m,n and V−m+2q,n have pair of submodules

Vm+2q,n ⊂ V−m,n︸ ︷︷ ︸
Dq+m,p−n

and Vm−2q,n ⊂ V−m,n︸ ︷︷ ︸
Dq−m,p+n

, (202)

and at the same time
Vm+2q,n ⊂ V−m+2q,n︸ ︷︷ ︸

Dm,2p−n

and Vm−2q,n ⊂ V−m+2q,n︸ ︷︷ ︸
D2q−m,n

, (203)

Moreover, we have the relations

Dq+m,p−nDm,n = Dm,2p−nDq−m,p−n and Dq−m,p+nDm,n = D2q−m,nDq−m,p−n,

which guarantee that Vm+2q,n’s are actually the same in (202) and in (203) (the same is true for Vm−2q,n).
Now each of Vm+2q,n and Vm−2q,n contain two submodules

V−m−2q,n and V−m+4q,n,

etc. It is interesting to note that V−m−2q,n and Vm−2q,n are also the submodules in Vm,n
V−m−2q,n ⊂ Vm,n︸ ︷︷ ︸

Dq+m,p+n

and V−m+4q,n ⊂ Vm,n︸ ︷︷ ︸
D2q−m,2p−n

,

All these subtle embeddings can be drawn as follows

∆m,n

∆−m,n ∆−m+2q,n

∆m+2q,n ∆m−2q,n

∆−m−2q,n ∆−m+4q,n

(m,n) (q−m,p−n)

(q−m,p+n) (m,2p−n)

(q+m,p−n) (2q−m,n)

(q−m,3p−n) (m,2p+n)

(m+2q,n) (3q−m,p−n)

(m+q,n+p) (2q−m,2p−n)
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The character of the corresponding irreducible module is obtained by summing all Verma modules from
”odd floors” and substracting the contributions from the ”even floors”. The resulting character has the
form (we replaced q → x to avoid misleading notations)

χ(p,q)
m,n (x) = χ(x)

∑

k∈Z

(
x∆m+2kq,n − x∆−m+2kq,n

)
where χ(x) =

∞∏

k=1

1

(1− xk) . (204)

Let us consider the simplest non-trivial minimal model M2,5 called Lee-Yang model. It has the
following Kac table

1

1

2 3 4

00

−1
5

−1
5

There are only two primary fields Φ1,1 = Φ4,1 = I and Φ2,1 = Φ3,1 = ϕ. Using (140) one can show that

χ
(2,5)
1,1 (q) =

∞∏

k=1

1

(1− q5k−2)(1− q5k−3)
= 1 + q2 + q3 + q4 + q5 + 2q6 + 2q7 + 3q8 + 3q9 + . . . ,

χ
(2,5)
2,1 (q) = q−

1
5

∞∏

k=1

1

(1− q5k−1)(1− q5k−4)
= q−

1
5

(
1 + q + q2 + q3 + 2q4 + 2q5 + 3q6 + 3q7 + 4q8 + . . .

)
.

(205)
The structure of OPE inM2,5 is very simple

I ⊗ I = [I],

I ⊗ ϕ = [ϕ],

ϕ⊗ ϕ = [I]⊕ [ϕ]

If we employ standard normalization of the fields, that is

〈ϕ(z, z̄)ϕ(w, w̄)〉 = |z − w| 45 ,

then the only nontrivial constant in the theory is

κ
def
= Cϕ

ϕϕ = C(ϕ, ϕ, ϕ).

In order to find κ we consider four-point function 〈ϕ(z, z̄)ϕ(0)ϕ(∞)ϕ(1)〉. According to (183) we have

〈ϕ(z, z̄)ϕ(0)ϕ(∞)ϕ(1)〉 = |F1(z)|2 + κ
2|F2(z)|2,
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where (see (180))

F1(z) = z
2
5 (1− z) 1

5F

(
2
5

3
5

6
5

∣∣∣∣z
)
, F2(z) = z

1
5 (1− z) 1

5F

(
1
5

2
5

4
5

∣∣∣∣z
)
.

Then the relation (185) gives

κ
2 =

γ
(
1
5

)
γ
(
2
5

)2
γ
(
3
5

)

γ
(
4
5

)
γ
(
−1

5

) =

{
γ(x)γ(1− x) = 1, γ(x)γ(−x) = − 1

x2

}
= − 1

25
γ3
(
1

5

)
γ

(
2

5

)
,

so that

κ =
i

5
γ

3
2

(
1

5

)
γ

1
2

(
2

5

)
≈ 1.91131i.

The fact that the structure constant is purely imaginary is consistent with the fact the Lee-Yang model
is non-unitary.

Probs:

1. Show that the set (198) always contains negative dimensions for q > p + 1.

2. Using (204) and Jacobi Triple Identity derive (205).
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Lecture 14: Minimal Models II: Ising model

In this lecture we will study minimal modelM3,4 in details. It corresponds to the following Kac table

1

1

2

2

3

0
1
16

1
2

1
2

1
16

0

(206)

According to (196) the central charge of this theory is c = 1
2
. The conformal dimensions are given by

∆m,n =
(3m− 4n)2 − 1

48
.

The fields inside the Kac table are identified by the reflection

Φm,n ∼ Φ4−m,3−n.

Thus we have three different primary families

I = Φ1,1 = Φ3,2 with ∆ = ∆̄ = 0,

ǫ = Φ3,1 = Φ1,2 with ∆ = ∆̄ =
1

2
,

σ = Φ2,1 = Φ2,2 with ∆ = ∆̄ =
1

16
,

the identity operator I, the ”energy” operator ǫ and the ”spin” operator σ.
These fields describe critical Ising model. In order to see this, we note that the field ǫ has very

special OPE
ǫǫ = Φ1,2Φ3,1 = [Φ3,2] = [I], ǫσ = Φ1,2Φ2,1 = [Φ2,2] = [σ] (207)

It implies that for any correlation function of ǫ one has

〈ǫ(z, z̄)O1(z1, z̄1) . . .On(zn, z̄n)〉 =
∣∣∣F (z|z1, . . . , zn)

∣∣∣
2

G(z1, z̄1, . . . , zn, z̄n),

where Ok stand for either ǫ, I or σ. It suggests that the field ǫ admits the holomorhic factorization

ǫ = iψψ̄. (208)
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The holomorphic current ψ(z) has dimension 1
2
and admits the OPE

ψ(z)ψ(w) =
1

z − w + . . .

We note that this type of OPE is only compatible with the fermionic statistic for ψ. Similar statement
applies to ψ̄. We also demand that ψ anticommutes with ψ̄.

The pair (ψ, ψ̄) can be treated as Majorana (real) fermion, the real part of the complex fermion
studied before

ψ(z) =
1√
2
(ψ(z) + ψ∗(z)) , ψ̄(z) =

1√
2

(
ψ̄(z) + ψ̄∗(z)

)

The dynamics of (ψ, ψ̄) is described by the massless Ising action

S =
1

2π

∫ (
ψ̄∂ψ̄ +ψ∂̄ψ

)
d2z. (209)

The correlation functions of ψ(z) and ψ̄(z̄) are computed by the Wick theorem

〈ψ(z1) . . .ψ(z2n)〉 =
1

z1 − z2
1

z3 − z4
. . .

1

z2n−1 − z2n
+ . . .

and similarly for ψ̄(z̄). We note that the factor i in (208) provides canonical normalization of the energy
operator

〈σ(z, z̄)σ(w, w̄)〉 = 1

|z − w| .

The holomorphic stress-energy tensor for the theory (209) has the form

T (z) = −1
2
: ψ∂ψ : .

and it defines CFT with the central charge c = 1
2
. The representation of Maiorana fermion is given by

the fermionic Fock module

FNS = Span (ψ−s|∅〉 = ψ−s1ψ−s2 . . . |∅〉|s1 > s2 > . . . ) (210)

where s ∈ Z+ 1
2
, which corresponds to NS sector. The generators ψs form an algebra

{ψr,ψs} = δr,−s. (211)

The character of (210) is given by

χNS(q) =
∞∏

k=1

(1 + qk−
1
2 )

From the point of view of Minimal Model the Fock module FF corresponds to direct sum of irreducible
Verma modules

FNS = V1,1 ⊕ V3,1
In particular, it implies the character identity (see (204))

χ
(3,4)
1,1 (q) + χ

(3,4)
3,1 (q) = χNS(q)
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which can be thought as an additional confirmation of the coincidence of two theories. Indeed, from
(204) one has

χ
(3,4)
1,1 (q) + χ

(3,4)
3,1 (q) =

∞∏

l=1

1

(1− ql)
∑

k∈Z

(
q∆1+8k,1 − q∆−1+8k,1 + q∆3+8k,1 − q∆−3+8k,1

)
.

We note that

∆1+8k,1 =
3(4k)2 − 4k

4
, ∆−1+8k,1 =

3(4k − 1)2 − (4k − 1)

4
,

∆3+8k,1 =
3(4k + 1)2 − (4k + 1)

4
, ∆−3+8k,1 =

3(4k − 2)2 − (4k − 2)

4
,

that is

χ
(3,4)
1,1 (q) + χ

(3,4)
3,1 (q) =

∞∏

l=1

1

(1− ql)
∑

k∈Z

(
q

3(4k)2−4k
4 − q 3(4k+3)2−(4k+3)

4 + q
3(4k+1)2−(4k+1)

4 − q 3(4k+2)2−(4k+2)
4

)
.

(212)
We note that in (212) the sum goes over 4k + s where s = 0, 1, 2, 3, that is over all integers. Then one

can apply the pentagonal identity (201) with q → −q 1
2 which gives

χ
(3,4)
1,1 (q) + χ

(3,4)
3,1 (q) =

∞∏

l=1

1

(1− ql)
∞∏

k=1

(
1− (−q 1

2 )k
)
=

∞∏

k=1

(
1 + qk−

1
2

)

Similarly, one obtains the dual identity

χ
(3,4)
1,1 (q)− χ(3,4)

3,1 (q) =

∞∏

k=1

(
1− qk− 1

2

)
.

Now we come to the σ(z, z̄) field. According to the OPE rules (207), one has

ǫ(z, z̄)σ(w, w̄) =
1

2|z − w|
(
σ(w, w̄) + . . .

)
, (213)

where the choice of the factor

Cσ
ǫσ =

1

2

will be justified below. One might ask ”can we conclude from (213) that”

ψ(z)σ(w, w̄) ∼ 1

(z − w) 1
2

(
σ(w, w̄) + . . .

)
? (214)

In fact no. The reason for that is the following. The OPE of the the form (214) correspond to Ramond
field which is semi-local with ψ(z). It means that the indexes of ψs are integer. Then it follows from
(211) that the zero modes ψ0 and ψ̄0 form the algebra

ψ2
0 = ψ̄

2
0 =

1

2
, {ψ0, ψ̄0} = 0. (215)
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This algebra does not have a one-dimensional representation. In other words the fields ψ0σ(z, z̄) and
ψ̄0σ(z, z̄) can not be proportional to the field σ(z, z̄). The best we can do is the two-dimensional
representation of the algebra (215)

ψ0σ(z, z̄) =
e

iπ
4√
2
µ(z, z̄), ψ0µ(z, z̄) =

e−
iπ
4√
2
σ(z, z̄),

ψ̄0σ(z, z̄) =
e−

iπ
4√
2
µ(z, z̄), ψ̄0µ(z, z̄) =

e
iπ
4√
2
σ(z, z̄).

(216)

Equation (216) can be taken as a definition of the spin field in Ising CFT. It means that the spin
field is rather a doublet and the OPE (213) is also supplemented by the dual OPE

ǫ(z, z̄)µ(w, w̄) = − 1

2|z − w|
(
µ(w, w̄) + . . .

)
, (217)

From representation point of view one has a Ramond representation of the fermionic algebra

FR = Span
(
ψ−s|±〉, s = {s1 > s2 > · · · > 0}, |−〉 = ψ0|+〉, si ∈ Z

)
. (218)

Clearly the character of this module is given by 2χR
F(x) where

χR(q) = q
1
16

∞∏

k=1

(1 + qk).

Again, it can be checked that
χ2,1(q) = χR(q), (219)

which confirms the coincidence. Indeed, one has

∆2+8k,1 =
1

16
+
(
3(2k)2 + 2k

)
, ∆−2+8k,1 =

1

16
+
(
3(2k − 1)2 + 2k − 1

)
,

which implies via (201) the desired identity (219).
The Ising CFT can be described either by the set of fields (I, σ, ǫ) or equivalently by (I, σ, µ). In

order to specify the theory completely, one has to derive the structure constants. In Ising model there
is only one (see (213))

Cǫ
σσ = Cσ

σǫ = 〈σ(0)σ(1)ǫ(∞)〉 = 1

2
(220)

or (see (217))

Cǫ
µµ = Cµ

µǫ = 〈µ(0)µ(1)ǫ(∞)〉 = −1
2
. (221)

It is instructive to derive (220) and (221) from BPZ equation. Consider for example the four point
function

〈σ(z, z̄)σ(0)σ(1)σ(∞)〉 b=i
√

3
4

= 〈Φ− b
2
(z, z̄)Φ− b

2
(0)Φ− b

2
(1)Φ− b

2
(∞)〉.
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In this case s− and t− channel blocks (180) and (181) have the form14

F s−(z) = z−
1
8 (1− z)− 1

8

[(
1 + z

1
2

) 1
2 −

(
1− z 1

2

) 1
2

]
,

F s+(z) =
1

2
z−

1
8 (1− z)− 1

8

[(
1 + z

1
2

) 1
2
+
(
1− z 1

2

) 1
2

]
,

and

F t−(z) =
(
1− z−1

)− 1
8

[(
1 + z−

1
2

) 1
2 −

(
1− z− 1

2

) 1
2

]
,

F t+(z) =
(
1− z−1

)− 1
8

[(
1 + z−

1
2

) 1
2
+
(
1− z− 1

2

) 1
2

]
,

The according to (179) and (185) one finds that

(Cǫ
σσ)

2 =
1

4
=⇒ Cǫ

σσ =
1

2
.

14Indeed, we have

F

(
5
4

4
4

3
2

∣∣∣∣z
)
= z−

1
2 (1− z)− 1

2

[(
1 + z

1
2

) 1
2 −

(
1− z 1

2

) 1
2

]
,

etc.

85



Lecture 15: Minimal Models III: Tricritical Ising model, N = 1 SUSY CFT

The conformal symmetry can be extended in many ways. In this lecture we consider supersymmetric
extension. As a motivation we consider unitary minimal modelM4,5 which has been identified with the
scaling limit of tricritical Ising model in [6]. It corresponds to the following Kac table

1

1

2

2

3

3 4

1
10

1
10

3
5

3
5

3
2

3
2

3
80

3
80

7
16

7
16

0

0

(222)

The central charge of this theory is c = 7
10
. The conformal dimensions are given according to (199) by

∆m,n =
(4m− 5n)2 − 1

80
.

The fields inside the Kac table are identified by the reflection

Φm,n ∼ Φ5−m,4−n.

We note that the field Φ4,1 = Φ1,3 ia special: the operator product expansion of Φ4,1 contains only
contribution of [I] = [Φ1,1], as follows from the identity

[Φ1,3][Φ4,1] = [Φ4,3] + [Φ4,1] = [Φ2,3] + [Φ4,3] = [Φ4,3] = [Φ1,1].

It implies that we can construct local fields G and Ḡ of dimension (3
2
, 0) and (0, 3

2
) respectively, subject

to the constraints
∂̄G = ∂Ḡ = 0,

such that Φ1,3 = GḠ. Similarly we have

[Φ4,1][Φ2,1] = [Φ3,1]

[Φ4,1][Φ3,1] = [Φ2,1]

}
Neveu-Schwarz sector,

[Φ4,1][Φ3,2] = [Φ3,2]

[Φ4,1][Φ4,2] = [Φ4,2]

}
Ramond sector.
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The fields G(z) and T (z) = L−2I(z) can be regarded as generators of extended chiral symmetry15

T (z)T (w) =
c

2(z − w)4 +
2T (w)

(z − w)2 +
T ′(w)

z − w + · · · = 3ĉ

4(z − w)4 +
2T (w)

(z − w)2 +
T ′(w)

z − w + . . . ,

T (z)G(w) =
3G(w)

2(z − w)2 +
G′(w)

z − w + . . . ,

G(z)G(w) =
2c

3(z − w)3 +
2T (w)

z − w + · · · = ĉ

(z − w)3 +
2T (w)

z − w + . . .

(223)

The algebra (223) is known as Neveu-Schwarz-Ramond algebra (NSR algebra) and appeared first in
superstring theory16. We note that the last OPE only make sense if G(z) is a Grassmann variable. An
OPE of G(z) with generic field must have the form

G(z)O(w) =
∑

r

GrO(w)
(z − w)r+ 3

2

,

where GrO(w) is just the notation for the new field. Then the ”generators” Gr together with Ln’s form
the algebra

[Lm, Ln] = (m− n)Lm+n +
ĉ

8
(m3 −m)δm,−n,

[Lm, Gr] =
(m
2
− r
)
Gm+r,

{Gr, Gs} = 2Lr+s +
ĉ

2

(
r2 − 1

4

)
δr,−s.

(224)

Similar relations hold for antiholomorphic generators Ḡr and L̄n.
The space of fields decomposes onto the space of NS fields ONS local with respect to S(z), and the

space of the Ramond fields OR such that the correlation function

〈G(z)OR(w, w̄) . . . 〉

changes sign when z goes around w. In particular the fields Φ2,1 and Φ3,1 in minimal model M4,5 are
NS fields and Φ3,2 and Φ4,2 are Ramond ones. We see that the indexes r, s are half-integer in NS sector
and integer in R sector. One defines NS primary field by

T (z)Φ(w) =
∆Φ(w)

(z − w)2 +
Φ′(w)

z − w + . . . G(z)Φ(w) =
Ψ(w)

z − w + . . . (225)

where Ψ = G− 1
2
Φ(w) is a new field. We note also that

G(z)Ψ(w) =
2∆Φ(w)

(z − w)2 +
Φ′(w)

z − w + . . .

15Last equation follows from general formula

Φ∆(z)Φ∆(w) ∼ (z − w)−2∆

(
1 +

2∆(z − w)2
c

T (w) + . . .

)

16We note that due to historical reasons it is customary to use the parameter ĉ = 2
3c.
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Correspondingly the primary field in Ramond sector form a doublet

R =

(
R(+)

R(−)

)
→ |∆〉 =

(
|∆〉(+)

|∆〉(−)

)

with the operators G0 and Ḡ0 acting as17

G0

(
|∆〉(+)

|∆〉(−)

)
= λ∆

(
0 e

iπ
4

e−
iπ
4 0

)(
|∆〉(+)

|∆〉(−)

)
, Ḡ0

(
|∆〉(+)

|∆〉(−)

)
= λ∆

(
0 e

−iπ
4

e
iπ
4 0

)(
|∆〉(+)

|∆〉(−)

)
, (226)

where

λ∆ =

√
∆− ĉ

16
(227)

which can be written in terms of OPE

G(z)R(ǫ)(w) =
G0R

(ǫ)

(z − w) 3
2

+
G−1R

(ǫ)(w)

(z − w) 1
2

+ · · · = λ∆e
iπǫ
4

R(−ǫ)

(z − w) 3
2

+
G−1R

(ǫ)(w)

(z − w) 1
2

+ . . . (228)

One can use OPE to constraint correlation functions. Consider two-point Ward identities in NS
sector

〈G(ξ)Φ1(z1)Φ2(z2)〉 =
〈Ψ1(z1)Φ2(z2)〉

ξ − z1
+
〈Φ1(z1)Ψ2(z2)〉

ξ − z2
,

〈G(ξ)Φ1(z1)Ψ2(z2)〉 =
〈Ψ1(z1)Ψ2(z2)〉

ξ − z1
+

2∆2

(ξ − z2)2
〈Φ1(z1)Φ2(z2)〉+

1

ξ − z2
〈Φ1(z1)Φ

′
2(z2)〉.

Using the fact that G(ξ) ∼ 1
ξ3

at ξ →∞ one finds the constraint

〈Ψ1(z1)Φ2(z2)〉 = 0, 〈Ψ1(z1)Ψ2(z2)〉 = −〈Φ1(z1)Φ
′
2(z2)〉

One can generalize this for n−point correlation functions. Consider the Ward identity

〈G(ξ)Φ1(z1) . . .Φn(zn)〉 =
n∑

k=1

1

ξ − zk
〈Φ1(z1) . . .Ψ(zk) . . .Φn(zn)〉,

and similar ones with Φk → Ψk. In particular, there 2 independent 3−point correlation out of 8

〈Φ1(z1)Φ2(z2)Φ3(z3)〉 and 〈Φ1(z1)Φ2(z2)Ψ3(z3)〉

Representation theory of NSR algebra (224) is very similar to the one of Virasoro algebra. It is
convenient to introduce the following parametrization of the central charge and conformal dimensions
of NS and R primary fields

ĉ = 1 + 2Q2, ∆NS(α) =
α(Q− α)

2
, ∆R(α) = ∆NS(α) +

1

16
, Q = b+

1

b
.

17It follows from (224) that G0 and Ḡ0 satisfy the relations

G2
0 = ∆− ĉ

16
, Ḡ2

0 = ∆− ĉ

16
, {G0, Ḡ0} = 0.
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We denote the corresponding fields as

Φα, Ψα and R(ǫ)
α .

We note that λ∆ from (227) takes the form

λ∆(α) =
i
(
α− Q

2

)
√
2

The Verma module V∆ is a linear span of vectors

L−λG−r|∆〉,

for ordered set λ = λ1 ≥ λ2 ≥ . . . and strictly ordered set r = r1 > r2 > . . . A singular vector is by
definition a state |χ〉 in V∆ which is killed by positive part of NSR algebra

Ln|χ〉 = Gr|χ〉 = 0 for n, r > 0.

A supersymmetric version of Kac theorem states that for

αm,n = −(m− 1)b

2
− (n− 1)b−1

2
, m, n ∈ Z+

there is a singular vector at level mn
2

which appears in

in NS sector for m− n ∈ 2Z,

in R sector for m− n ∈ 2Z+ 1.

Consider first examples:

� Level 1
2
. The state

G− 1
2
|∆〉

is a singular vector provided that ∆ = 0 = ∆NS(0).

� Level 1. There are two null-vectors in Ramond sector
(
L−1 −

2b2

1 + 2b2
G−1G0

)
|∆〉 for α = α2,1 = −

b

2
,

(
L−1 −

2b−2

1 + 2b−2
G−1G0

)
|∆〉 for α = α1,2 = −

1

2b
,

� Level 3
2
. Two null-vectors in NS sector

(
L−1G− 1

2
+ b2G− 3

2

)
|∆〉 for α = α3,1 = −b,

(
L−1G− 1

2
+ b−2G− 3

2

)
|∆〉 for α = α1,3 = −b−1.
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� Level 2. Two null vectors in R sector(
L2
−1 +

2b2

2
L−2 −

4b2

1 + 4b2
L−1G−1G0 +

b2(1− 6b2)

1 + 4b2
G−2G0

)
|∆〉 for α = α4,1 = −

3b

2
,

(
L2
−1 +

2b−2

2
L−2 −

4b−2

1 + 4b−2
L−1G−1G0 +

b−2(1− 6b−2)

1 + 4b−2
G−2G0

)
|∆〉 for α = α1,4 = −

3b−1

2
,

and one null-vector in NS sector(
L2
−1 +

Q2

2
L−2 −G− 3

2
G− 1

2

)
|∆〉 for α = α2,2 = −

Q

2
,

� Level 5
2
. Two null vectors in NS sector

(
L2
−1G− 1

2
+ 2b2L−2G− 1

2
+ 3b2L−1G− 3

2
− b2(1− 6b2)G− 5

2

)
|∆〉 for α = α5,1 = −2b,

(
L2
−1G− 1

2
+ 2b−2L−2G− 1

2
+ 3b−2L−1G− 3

2
− b−2(1− 6b−2)G− 5

2

)
|∆〉 for α = α1,5 = −2b−1.

etc
It is important to derive an analog of BPZ differential equation (177) for supersymmetric case. The

simplest equation arises for Ramond field degenerate at level 1

1 + 2b2

2b2
∂R

(ǫ)

− b
2

(z, z̄) = G−1G0R
(ǫ)

− b
2

(z, z̄). (229)

Consider the following correlation functions (here we follow [7])

G(ǫ)(z, z̄)
def
= 〈R(ǫ)

− b
2

(z, z̄)R(ǫ)
α1
(0)Φα2(1)Φα3(∞)〉 (230)

and

H(ǫ)(z, z̄)
def
= 〈G0R

(ǫ)

− b
2

(z, z̄)R(ǫ)
α1
(0)Ψα2(1)Φα3(∞)〉 (226)= −i1 + 2b2

2
√
2b
〈R(−ǫ)

− b
2

(z, z̄)R(ǫ)
α1
(0)Ψα2(1)Φα3(∞)〉

(231)
In order to rewrite the r.h.s. of (229) we consider (see (225) and (228))

− (1+2b2)2

8b2︷ ︸︸ ︷
∆(− b

2)−
ĉ
16

2z
〈R(ǫ)

− b
2

(z, z̄)R(ǫ)
α1
(0)Φα2(1)Φα3(∞)〉+ 〈G−1G0R

(ǫ)

− b
2

(z, z̄)R(ǫ)
α1
(0)Φα2(1)Φα3(∞)〉 =

=
1

2πi

∮

Cz

√
ξ

z(ξ − z)〈G(ξ)G0R
(ǫ)

− b
2

(z, z̄)R(ǫ)
α1
(0)Φα2(1)Φα3(∞)〉dξ =

= − 1

2πi

(∮

C0
+

∮

C1

)√
ξ

z(ξ − z)〈G(ξ)G0R
(ǫ)

− b
2

(z, z̄)R(ǫ)
α1
(0)Φα2(1)Φα3(∞)〉dξ =

=
i

z
〈G0R

(ǫ)

− b
2

(z, z̄)G0R
(ǫ)
α1
(0)Φα2(1)Φα3(∞)〉 − 1√

z(1 − z)
〈G0R

(ǫ)

− b
2

(z, z̄)R(ǫ)
α1
(0)Ψα2(1)Φα3(∞)〉

In view of (230), (231) and (226) this relation can be rewritten as

1 + 2b2

2b2

(
∂ − 1 + 2b2

8z

)
G(ǫ)(z, z̄)

Coming back toM4,5 model
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Lecture 16: Minimal models IV: Potts model, W−algebras, parafermionic CFT

We consider next unitary minimal modelM5,6 which is known to be related to Z3 Potts model [8]. It
has the Kac table

1

1

2

2

3

3

4

4 5

1
8

1
8

2
3

2
3

13
8

13
8

3

3

1
15

1
15

21
40

21
40

7
5

7
5

1
40

1
40

2
5

2
5

0

0

(232)

The central charge of this theory is c = 4
5
and Kac dimensions are

∆m,n =
(5m− 6n)2 − 1

120
.

Similarly to the previous lecture the field Φ5,1 = Φ1,4 can be decomposed as

Φ5,1(z, z̄) = W (z)W̄ (z̄)

The current W (z) of spin 3 extends the Virasoro algebra18

T (z)T (w) =
c

2(z − w)4 +
2T (w)

(z − w)2 +
T ′(w)

z − w + . . . ,

T (Z)W (w) =
3W (w)

(z − w)2 +
W ′(w)

z − w + . . . ,

First OPE is just for Virasoro algebra, second states that W (z) is a primary field of dimension 3, while
the third one

W (z)W (w) =
c

3(z − w)6 +
λ1T (w)

(z − w)4 +
λ2T

′(w)

(z − w)3 +
λ3T

′′(w) + λ4Λ(w)

(z − w)2 +
λ5T

′′′(w) + λ6Λ
′(w)

z − w + . . .

(233)

18We have c = 4
5 , but we can keep c arbitrary in discussions below
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is an OPE expansion of the field with ∆ = 3 into identity operator. Here Λ(z) is quasi-primary field
which appears in OPE

T (z)T (w) =
c

2(z − w)4 +
2T (w)

(z − w)2 +
T ′(w)

z − w +

(
Λ(w) +

3

10
T ′′(w)

)
+ . . .

i.e.

Λ(w) =

(
L−2 −

3

10
L2
−1

)
T (w) =

(
L−2 −

3

10
L2
−1

)
L−2I(w). (234)

Let us compute the coefficients λk in (233). We can do it exactly as before when we studied conformal
properties of OPE. Namely, we act on both sides of (233) by

1

2πi

∮

Cz+Cz
(ξ − w)n+1T (ξ)dξ,

which can be interpreted as

Ln = (z − w)n+1∂z + 3(n+ 1)(z − w)n or Ln.

Taking n = 1 one obtains (we use that L1Λ = 0)

2λ1T (w)

(z − w)3+
3λ2T

′(w)

(z − w)2 +
4λ3T

′′(w) + 4λ4Λ(w)

z − w +· · · = 4λ2T (w)

(z − w)3+
10λ3T

′(w)

(z − w)2 +
18λ5T

′′(w) + 8λ6Λ(w)

z − w +. . . ,

which implies

λ2 =
λ1
2
, λ3 =

3λ2
10

=
3λ1
20

, λ5 =
2λ3
18

=
λ1
30
, λ6 =

λ4
2
.

While taking n = 2 we find

c

(z − w)4 +
5λ1T (w)

(z − w)2 + · · · = λ1L2T (w)

(z − w)4 +
λ3L2T

′′(w) + λ4L2Λ(w)

(z − w)2 + . . .

which fixes

λ1 = 2 and λ4 =
32

5c+ 22
.

Altogether we obtain [9]

W (z)W (w) =
c

3(z − w)6+
2T (w)

(z − w)4+
T ′(w)

(z − w)3+
3
10
T ′′(w) + 32

5c+22
Λ(w)

(z − w)2 +
1
15
T ′′′(w) + 16

5c+22
Λ′(w)

z − w +. . .

In terms of the modes we obtain

[Lm, Ln] = (m− n)Lm+n +
c

12
(m3 −m)δm,−n,

[Lm,Wn] = (2m− n)Wm+n,

[Wm,Wn] =
c

3 · 5!m(m2 − 1)(m2 − 4)δm,−n +
16

5c+ 22
(m− n)Λm+n+

+ (m− n)
(
(m+ n+ 2)(m+ n + 3)

15
− (m+ 2)(n+ 2)

6

)
Lm+n.

(235)
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We note that Λm is not new and expressed in terms of generator Ln as follows from the definition (234)

Λ(z) +
3

10
T ′′(z) =

1

2πi

∮

Cz

T (ξ)T (x)

ξ − z dξ.

After simple calculation one obtains

Λm =
∑

k

: LkLm−k : +
1

5
xmLm, where x2l = (1 + l)(1− l), x2l+1 = (2 + l)(1− l).

Now consider W primary field

T (ξ)Φ(z) =
∆Φ(z)

(ξ − z)2 +
L−1Φ

ξ − z + . . . ,

W (ξ)Φ(z) =
wΦ(z)

(ξ − z)3 +
W−1Φ

(ξ − z)2 ++
W−2Φ

ξ − z + . . . .

We stress that while we have L1Φ = Φ′ for Virasoro descendant, W -descendants W−1Φ and W−2Φ are
new fields which do not have immediate relation to Φ. Consider Ward identity for n−point correlation
function of primary fields

〈W (ξ)Φ1(z1) . . .Φn(zn)〉 =
n∑

k=1

(
wk

(ξ − zk)3
〈Φ1(z1) . . .Φn(zn)〉+

+
1

(ξ − zk)2
〈Φ1(z1) . . .W−1Φk(zk) . . .Φn(zn)〉+

1

ξ − zk
〈Φ1(z1) . . .W−2Φk(zk) . . .Φn(zn)〉

)
.

In the right hand side it involves 2n + 1 different correlation functions restricted by 5 projective Ward
identities

W (ξ) ∼ 1

ξ6
=⇒

n∑

k=1

(
wk
l(l − 1)

2
zl−2
k 〈Φ1(z1) . . .Φn(zn)〉+ lzl−1

k 〈Φ1(z1) . . .W−1Φk(zk) . . .Φn(zn)〉+

+ zlk〈Φ1(z1) . . .W−2Φk(zk) . . .Φn(zn)〉
)
= 0 for l = 0, 1, 2, 3, 4.

� In the case of one-point function it immediately implies that

〈W−1Φ〉 = 0, 〈W−2Φ〉 = 0 and w = 0.

� For two-point function one has a system of equations



0 0 0 1 1
0 1 1 z1 z2

w1 + w2 2z1 2z2 z21 z22
3(w1z1 + w2z2) 3z21 3z22 z31 z32
6(w1z

2
1 + w2z

2
2) 4z31 4z32 z41 z42







〈Φ1Φ2〉
〈W−1Φ1Φ2〉
〈Φ1W−1Φ2〉
〈W−2Φ1Φ2〉
〈Φ1W−2Φ2〉




= 0,

which has a solution provided that

det




0 0 0 1 1
0 1 1 z1 z2

w1 + w2 2z1 2z2 z21 z22
3(w1z1 + w2z2) 3z21 3z22 z31 z32
6(w1z

2
1 + w2z

2
2) 4z31 4z32 z41 z42




= 0 =⇒ (z1 − z2)6(w1 + w2) = 0,
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and hence the two-point function takes the form

〈Φ1(z1)Φ2(z2)〉 ∼
δ∆1,∆2δw1,−w2

(z1 − z2)2∆1

� For three-point function one has 7 functions minus 5 constraints which means that everything can
be expressed as a linear combination of

〈Φ1Φ2Φ3〉 and 〈Φ1Φ2W−1Φ3〉. (236)

Here one comes to an important difference compared to Virasoro case. In Virasoro case we had the
statement that correlation functions of descendant field can always be expressed from correlation func-
tions of primary fields by application of certain differential operators. In W case this is no longer true.
For example one has two three-point functions (236) which are not related by kinematics. One can show
more generic statement that any three-point function of W descendant fields can be expressed through
the basic ones19

〈Φ1Φ2W
k
−1Φ3〉

Some simplifications appear for degenerate fields. The structure of representation theory of W -
algebra (235) is very similar to the one of Virasoro algebra. The Verma module V∆,w is spanned by the
vectors

W−µL−λ|∆, w〉 : Ln|∆, w〉 = Wn|∆, w〉 = 0 for n > 0, L0|∆, w〉 = ∆|∆, w〉, W0|∆, w〉 = w|∆, w〉,

for two independent partitions λ and µ. A singular vector |χ〉 ∈ V∆,w is by definition as state killed by
positive part of W -algebra

Ln|χ〉 = Wn|χ〉 = 0 for n > 0.

Consider the simplest example of a singular vector at level 1

|χ〉 = (W−1 + ξL−1) |∆, w〉.

We should impose

L1|χ〉 = 0 =⇒ (3w + 2ξ∆)|∆, w〉 = 0,

W1|χ〉 = 0 =⇒
(

32

5c+ 22

(
∆2 +

1

5
∆
)
− 1

5
∆ + 3ξw

)
|∆, w〉 = 0

which implies the constraint between quantum numbers ∆ and w

9w2 = 2∆2

(
32

5c+ 22

(
∆+

1

5

)
− 1

5

)
(237)

If such a field present in three-point correlation function then one can express correlation function of
any descendant fields from the one of primary fields.

It is convenient to introduce ”Toda” like notations. Let e1 and e2 be the simple roots of sl(3), that
is their Gram matrix is

(ei · ej) =
(

2 −1
−1 2

)

19Try to argue this from Ward identities.
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the Weyl vector ρ
ρ = e1 + e2,

fundamental weights ω1 and ω2

(ωi, ej) = δij =⇒ ω1 =
2

3
e1 +

1

3
e2 ω2 =

2

3
e2 +

1

3
e1,

and weights of fundamental representation

h1 = ω1, h2 = ω1 − e1, h3 = ω1 − e1 − e2 =⇒
3∑

k=1

hk = 0, (hi · hj) = δij −
1

3
.

Then we use parametrization of central charge and quantum numbers ∆ and w

c = 2+12(Q,Q) = 2+24Q2, ∆ =
(α, 2Q− α)

2
, w(α) = i

√
48

5c+ 22
(α−Q, h1)(α−Q, h2)(α−Q, h3),

where

Q = Qρ, Q = b+
1

b
.

This wild parametrization provides a solution to (237) if

α = κω1 or α = κω2.

We should call such field semi-degenerate. It is clear that n−point correlation function with (n − 2)
semi-degenerate fields, for example

〈Φα1(z1)Φκ1ω1(z2) . . .Φκn−1ω1(zn−1)Φαn(zn)〉, (238)

can be computed using OPE as

〈Φα1(z1)Φκ1ω1(z2) . . .Φκn−1ω1(zn−1)Φαn(zn)〉 =
=
∑

α,λ,µ

Cα,λ,µ
α1,κ1ω1

(z1 − z2)〈W−µL−λΦα(z2) . . .Φκn−1ω1(zn−1)Φαn(zn)〉 =

=
∑

α,λ,µ

Cα,λ,µ
α1,κ1ω1

(z1 − z2)
∑

β,ν,σ

Cβ,ν,σ
α,λ,µ,κ2ω2

(z2 − z3)〈W−σL−νΦβ(z2) . . .Φκn−1ω1(zn−1)Φαn(zn)〉 = . . . ,

The structure constant at each step is related by lowering the index to the three-point correlation
function

〈
(
W−σL−νΦα1(z1)

)(
W−λL−µΦα2(z2)Φκω1(z3)

)
〉.

Since it contains the semi-degenerate field it can be reduced to differential operator acting on correlation
function of primary fields

〈Φα1(z1, z̄1)Φα2(z2, z̄2)Φκω1(z3, z̄3)〉 =
C(α1, α2,κω1)∏
i<j |zi − zj |2γij

.
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The correlation function (238) belongs to the class of computable correlation functions, just as in
Virasoro case. In particular, the conformal block

α1

κ1ω1 κ2ω1 κn−3ω1 κn−2ω1

αn
β1 β2 βn−3

is completely determined by kinematics.
Now, we consider another aspect of the theory M5,6. Namely, consider the field Φ3,1 = Φ3,4 with

conformal dimension ∆ = 2
3
. Its OPE has the form

Φ3,1Φ3,1 = [Φ1,1] + [Φ3,1] + [Φ5,1]

It has been noticed by Cardy [10, 11] that one can build self-consistent theory assuming that the field
Φ3,1 enters the theory with multiplicity 2. One can choose a basis of these two fields which admits
holomorphic factorization

Ψ(z)Ψ̄(z̄) and Ψ+(z)Ψ̄
+
(z̄),

where Ψ(z) and Ψ+(z) are the so called Z3 parafermionic fields [12]

Ψ(z)Ψ(w) =
C

(z − w) 2
3

(
Ψ+(w) + . . .

)
, Ψ+(z)Ψ+(w) =

C

(z − w) 2
3

(Ψ(w) + . . . ) ,

Ψ(z)Ψ+(w) =
1

(z − w) 4
3

(
1 +

5

3
T (w)(z − w)2 + . . .

) (239)

Here the factor 5
3
= 2∆

c
is universal and the structure constant has to be fixed from the associativity

condition of the operator algebra. We note that the form of parafermionic algebra (239) is only consistent
with the fractional statistic for the field Ψ(z)

Ψ(z)Ψ(w) = e
2iπ
3 Ψ(w)Ψ(z).

In order to find C we consider N−point correlation functions of Ψ(z). We note that the algebra (239)
implies that the correlation function is only non-zero if n is divisible by 3

〈Ψ(z1) . . .Ψ(z3n)〉 =
P

(3)
n (z1, . . . , z3n)∏
i<j(zi − zj)

2
3

, (240)

where P
(3)
n (z1, . . . , z3n) is the symmetric homogeneous polynomial which satisfies the following three

properties

� P
(3)
n (λz1, . . . , λz3n) = λ3n(n−1)Pn(z1, . . . , z3n)

� P
(3)
n (z1, . . . , z2n) = z

2(n−1)
1 + . . . at z1 →∞

� P
(3)
n (z1, . . . , z3(n−1), x, x, x) = C2

∏3(n−1)
k=1 (zk − x)2P (3)

n−1(z1, . . . , z3(n−1))
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It can be proven that the polynomial with such properties exist and unique

P (3)
n (z1, . . . , z3n) = C2(n−1)Symz

[ ∏

i<j∈I
(zi − zj)2

∏

i<j∈II
(zi − zj)2

∏

i<j∈III
(zi − zj)2

]
,

where I, II and III are three groups of n points.
We note that for Maiorana fermion ψ(z) we have the formula similar to (240)

〈ψ(z1) . . .ψ(z2n)〉 =
21−nP

(2)
n (z1, . . . , z2n)∏
i<j(zi − zj)

,

where

P (2)
n (z1, . . . , z2n) = Symz

[ ∏

i<j∈I
(zi − zj)2

∏

i<j∈II
(zi − zj)2

]
,

This formula is a consequence of the bosonization map

ψ(z) =
1√
2
(ψ(z) + ψ∗(z)) =

1√
2

(
eiϕ(z) + e−iϕ(z)

)
(241)

Generalization of (241) is straightforward

Ψ(z) =
1√
3

(
ei(h1·ϕ(z)) + ei(h2·ϕ(z)) + ei(h3·ϕ(z))

)
,

where ϕ(z) = (ϕ1(z), ϕ2(z)) is the two-component bosonic field and hk are proportional to the weights
of fundamental representation of sl(3), that is 3 linearly dependent vectors in R2

(hi · hj) = 2

(
δij −

1

3

)
=⇒

3∑

k=1

hk = 0.

Probs:

1.
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Lecture 17: Minimal models V: Friedan Qiu and Shenker theorem

The theorem [5] states that the Verma module V∆ does not have vectors of negative norm only in two
cases:

� For ∆ ≥ 0 and c ≥ 1

� For unitary minimal model

c = 1− 6

p(p+ 1)
, ∆m,n =

(mp− n(p+ 1))2 − 1

4p(p+ 1)
for 0 < n < m < p+ 1.

The proof substantially uses the Kac determinant formula

det Γ(N) ∼
∏

m,n

(∆−∆m,n)
p(N−mn) (242)

We remind the meaning of (242). Consider generic state in the Verma module V∆ at level N

|ρ〉 =
∑

|λ|=ρ
CλL−λ|∆〉.

Then its norm is
〈ρ|ρ〉 =

∑

λ,µ

〈∆|LµL−λ|∆〉CλCµ = Γ
(N)
λ,µCλCµ. (243)

We know that at ∆ = ∆m,n there is a singular vector at level mn

|χm,n〉 = Dm,n|∆m,n〉 where Dm,n = Lmn−1 + c1(b)L−2L
mn−2
−1 + c2(b)L−3L

mn−2
−1 + . . . , (244)

with
c1 =

mn

6

(
(m2 − 1)b2 + (n2 − 1)b−2

)
etc.

Moreover, for any two partitions λ and ν the following holds |λ| = |ν|+mn

〈∆|LλL−νDm,n|∆〉 ∼ (∆−∆m,n),

which implies that
det Γ(mn+|µ|) ∼ (∆−∆m,n)

|ν|.

Thus the product in (242) exhausts all the required zeroes with the correct multiplicities. It remains to
show that it gives the correct asymptotic at ∆→∞. It is clear that the degree of 〈∆|LµL−λ|∆〉 in ∆
is not greater than l(λ) and l(µ) and that 〈∆|LλL−λ|∆〉 ∼ ∆l(λ). It implies that

det Γ(N) ∼ ∆
∑

|λ|=N l(λ)

and hence we expect the combinatorial fact

∑

|λ|=N
l(λ) =

∑

m,n

p(N −mn),

98



which can be proven by elementary methods. Namely representing

λ = {1, . . . , 1︸ ︷︷ ︸
n1

, {2, . . . , 2︸ ︷︷ ︸
n2

}, . . . }

we have ∑

|λ|=N
l(|λ|) =

∑
∑

k knk=N

∑

k

nk

Now we come to the first part of the theorem. It follows from three simple facts:

Fact 1:
〈∆|L1L−1|∆〉 = 2∆〈∆|∆〉 =⇒ ∆ ≥ 0,

〈∆|LnL−n|∆〉 =
(
2n∆+

c

12
(n3 − n)

)
〈∆|∆〉 =⇒ c ≥ 0.

Fact 2: The Kac determinant detGN is positive for ∆ > 0 and c ≥ 1. Indeed, for c > 25 all Kac
values are negative, while for 1 < c < 25 we have ∆m,n = ∆∗

n,m for m 6= n and ∆m,m < 0.

Fact 3: The Shapovalov form is positive in the limit ∆→∞. Indeed, consider the generic state |ρ〉.
Its norm is given by (243). In the limit ∆→∞ only the states with maximal l(λ) will contribute, but
for these states we have

Γµ,λ = ∆l(λ)

(
ξδµ,λ +O

( 1

∆

))
,

for some positive ξ.
From these three facts we understand that the Gramm matrix Γ is positive definite for large ∆ > 0

and for c > 1 its determinant is strictly positive. It means that it can not become negative since in that
case it should cross 0, but this does not happen.

Now we come to the second part of the theorem. The idea is similar, using Kac determinant formula
(242) we will eliminate domains in the semi-strip (∆ ≥ 0, 0 ≤ c ≤ 1) level by level. We note that in this
region the Gram matrix is real (and symmetric). Thus all the eigenvalues are real.

Let us remind the formula for Kac dimension

∆m,n =
c− 1

24
+

1

24

(√
1− c+

√
25− c

2
m+

√
1− c−

√
25− c

2
n

)2

.

We will draw pictures in the first quadrant of the (c,∆) plane. We call

� The line ∆ = ∆m,m

� The curve (∆−∆m,n)(∆−∆n,m)

the vanishing curves and denote them as Cm,m, Cm,n.

cc

∆ ∆

1 1
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Level 2
det Γ(2) = ∆(∆−∆2,1)(∆−∆1,2)

where

∆2,1 =
1

16

(
5− c+

√
(c− 1)(c− 25)

)
and ∆1,2 =

1

16

(
5− c−

√
(c− 1)(c− 25)

)
.

We note that the vanishing curve C2,1 divides our region into three subsets of positive, negative and
vanishing determinant.

c

∆

1

We demand that there are no vectors with negative norms at level 2. Thus the interior of the red curve
is eliminated, but not the points on C2,1.

Level 3
det Γ(3) = ∆2(∆−∆2,1)(∆−∆1,2)(∆−∆3,1)(∆−∆1,3)

where

∆3,1 =
1

6

(
7− c+

√
(c− 1)(c− 25)

)
and ∆1,2 =

1

6

(
7− c−

√
(c− 1)(c− 25)

)
.

c

∆

11
2

p1
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As it is seen from the picture, one can exclude entire interior of the blue curve except an open segment
of C2,1 to the left of the intersection point p = C3,1 ∪ C2,1. Let us look at the intersection point p1. We
have

∆2,1 = ∆1,3 =⇒ (c,∆) =

(
1

2
,
1

2

)
.

Thus in this point there are two independent null vectors

|χ1,3〉 and L−1|χ2,1〉.

Moreover the remaining eigenvalue is positive. Indeed, strictly to the right of p1 (i.e. ∆ = 1
2
and c > 1

2
)

there are 3 positive eigenvalues λk(c) with k = 1, 2, 3. By continuity, two of them become zero at c = 1
2
,

but one remains positive. Now let us plot the eigenvalues of Γ(3) along the curve C2,1

p1(another zero from |χ3,1〉)

To the right of the point p1 there are two positive eigenvalues, again by continuity. Indeed, fix any
point on C2,1 to the right of the point p1 and go slightly above it (∆ > ∆2,1). Then all three eigenvalues
are positive. Thus by continuity one of them becomes 0 at the curve C2,1 and the remaining two stay
positive. Thus the open segment of C2,1 to the left of the p1 is eliminated.

Level 4

det Γ(4) = ∆3(∆−∆2,1)
2(∆−∆1,2)

2(∆−∆3,1)(∆−∆1,3)(∆−∆4,1)(∆−∆1,4)(∆−∆2,2)
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c

∆

11
2

7
10

p1
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Lecture 18: Modular bootstrap I: free theories, minimal models

So far, we have discussed CFT’s on a sphere, but for various reasons, especially for the purposes of
string theory, it is worth to consider CFT on arbitrary Riemann surface even with boundary. In this
lecture we consider the simplest case of the torus.

The easiest way to obtain the torus is to cut a piece of a cylinder and identify its ends. One can
obtain the cylinder as a map from the plane (without two points). We use cylinder coordinate frame as
in (78) with new coordinates t and σ related to the complex coordinate z by exponential map

z = Re−
iu
R , u = σ + it =⇒ ds2 = e

2t
R

(
dt2 + dσ2

)
.

Now in fact there are two options to use the Hamitonian formalism. The one, which we already
used, is known as the radial quantization. We take t ∈ [−∞,∞] as a time coordinate and σ ∈ [0, 2πR]
a space one. It has to singular points z = 0 and z =∞. Then the correlation function of local fields is
related to the Green function as follows

〈O1(σ1, t1) . . .ON (σN , tN )〉 =
〈0|Tt [O1(σ1, t1) . . .ON(σN , tN)] |0〉

〈0|0〉 , (245)

where the Hamiltonian H has the form

H =
1

2πR

∫ 2πR

0

Tttdσ =
1

R

(
L0 + L̄0 −

c

12

)
. (246)

We note that the momentum operator

P =
1

R
(L0 − L̄0) (247)

should have quantized eigenvalues n/R, since the coordinate direction is compact.
But one can also consider the same system in the framework of angular quantization. Namely, we

interpret t as the spatial coordinate which spans the whole real line and σ as the time. The angular
nature of σ manifests itself in different compared to (245) representation for the correlation functions

〈O1(σ1, t1) . . .ON(σN , tN)〉 =
Tr
[
Tσ [O1(σ1, t1) . . .ON (σN , tN)] e−2πRH′

]
H′

Tr
[
e−2πRH′

]
H′

,

where H ′ is the angular Hamiltonian

H ′ =
1

2π

∫ ∞

−∞
Tσσdt,

and the trace goes over the Hilbert space H′ of angular Hamiltonian.
In order to obtain the theory on the torus, one has to compactify t ∼ t+2πR′ with some radius R′.

It can be interpreted as either the system of size R in radial quantization (245) at finite temperature
1/R′

〈O1(σ1, t1) . . .ON(σN , tN)〉torus =
Tr
[
Tτ [O1(σ1, t1) . . .ON (σN , tN)] e−2πR′H

]
H

Tr
[
e−2πR′H

]
H

,
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or as the system at finite temperature 1/R in angular quantization in finite volume R

〈O1(σ1, t1) . . .ON(σN , tN)〉torus =
Tr
[
Tσ [O1(σ1, t1) . . .ON (σN , tN )] e−2πRH′

]
H′

Tr
[
e−2πRH′

]
H′

.

The result should be independent on a way we arrive to it, but puts non-trivial constraints on spectra
and fusion coefficients. This is known under the name of modular bootstrap. We will study it for the
partition function

Z(R,R′)
def
= Tr

[
e−2πRH′

]
H′

= Tr
[
e−2πR′H

]
H
.

We note that if H = H ′ and H = H′, which holds for SO(2) invariant theories, then one has

Z(R,R′) = Z(R′, R)

In fact, it will be more convenient to consider general torus with complex moduli as shown on the
picture

R

Imω

Reω

Noticing that the operators H and P commute and that e2iπaP translates through the distance a, one
can write in this case

〈. . . 〉torus =
Tr
[
. . . e−2π(Im ωH−iReω P )

]
H

Tr
[
e−2π(Im ωH−iReω P )

]
H

=
Tr
[
. . . qL0− c

24 q̄L̄0− c
24

]
H

Tr
[
qL0− c

24 q̄L̄0− c
24

]
H

, (248)

where we have used (246)-(247) and defined

q = e2iπτ with τ =
ω

R
.

Consider general properties of the average (248). First, since the eigenvalues of P are n/R with
n ∈ Z one can shift ω by an integer amount of R. That is 〈. . . 〉torus is invariant under T transformation

T : τ → τ + 1.

At the same time the replacement (ω1, ω2) = (R, ω) by (ω2, ω1) describes the same torus and hence
〈. . . 〉torus should be invariant under S transformation

S : τ → −1

τ
.

We note that the same transformations should be applied to τ̄ since they are complex conjugate of each
other.
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These two transformations T and S satisfy the relations

(ST )3 = S2 = 1

and are known to generate the PSL(2,Z) group or the modular group

τ → aτ + b

cτ + d
, a, b, c, d ∈ Z,

(
a b
c d

)
∼ −

(
a b
c d

)
(249)

We note that equivalently the torus can be regarded as the quotient of the complex plane by the lattice
generated by two elements

z ∼ z +mω1 + nω2, m, n ∈ Z.

From this point of view it is clear that the torus defined by (ω1, ω2) and by
(
ω′
1

ω′
2

)
=

(
a b
c d

)(
ω1

ω2

)
=⇒

(
ω1

ω2

)
=

(
d −b
−c a

)(
ω′
1

ω′
2

)

are equivalent. Then the corresponding modular parameters τ = ω1/ω2 and τ = ω′
1/ω

′
2 are related by

(249). From this point of view the generating transformations T and S have the form

T =

(
1 1
0 1

)
and S =

(
0 1
−1 0

)

We note that we can assume that Im(τ) > 0 (we can change the sign of τ by replacing ω2 → −ω2).
Thus we have the description of the moduli space of the torus as the quotient of the upper half plane
by the action of the PSL(2,Z) group. The standard choice of the fundamental domain F0 for τ is
−1

2
≤ Re(τ) ≤ 1

2
, |τ | ≥ 1

−1 −1
2

0 1
2 1

F0

Note that solid lines are glued with dashed ones and thus together with the point τ =∞ the fundamental
domain F0 is topologically a sphere.

Let us start to consider the partition function

Z(τ)
def
= Tr

[
qL0− c

24 q̄L̄0− c
24

]
,

where the trace goes over some Hilbert space. Consider some simplest examples.
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Free non-compact boson. In this case we take the Hilbert space which consists of all Fock spaces
FP ⊗ FP . Then one has

Z(τ) =

∣∣∣∣∣
q−

1
24∏

k(1− qk)

∣∣∣∣∣

2 ∫

C
|q|P 2

dP =
1

|η(τ)|2
∫ ′
|q|P 2

dP, (250)

where we introduced the so called Dedekind η-function

η(τ)
def
= q

1
24

∞∏

k=1

(1− qk),

and the integral is taken over some contour. From the definition of η(τ) function we immediately see
that

η(τ + 1) = e
iπ
12 η(τ), (251)

and hence the partition function (250), which involves only absolute values squared is ultimately invari-
ant under T modular transformation. Under modular transformation S it behaves as follows

η

(
−1

τ

)
=
√
−iτη(τ). (252)

In order to see it, it is convenient to define more general objects known as theta constants

ϑ2(τ)
def
=
∑

n∈Z
q

1
2
(n+ 1

2
)2 (140)

= 2q
1
8

∞∏

k=1

(1 + qk)2(1− qk),

ϑ3(τ)
def
=
∑

n∈Z
q

n2

2
(140)
=

∞∏

k=1

(1 + qk−
1
2 )2(1− qk),

ϑ4(τ)
def
=
∑

n∈Z
(−1)nq n2

2
(140)
=

∞∏

k=1

(1− qk− 1
2 )2(1− qk),

η(τ)3 =
1

2
ϑ2(τ)ϑ3(τ)ϑ4(τ)

(253)

where we have used the Jacobi triple identity to rewrite the sum in terms of infinite product. Using the
Poisson resumation formula20

∑

n∈Z
e−παn

2+βn =
1√
α

∑

n∈Z
e−

π
α(n+

β
2iπ )

2

(254)

20It follows from application of the identity

∑

k∈Z

δ(x− k) =
∑

k∈Z

e2iπkx

to the function e−παx2+βx.
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one can derive modular properties of theta constants and Dedekind η−function

ϑ2(τ + 1) = e
iπ
4 ϑ2(τ) ϑ2

(
−1

τ

)
=
√
−iτϑ4(τ),

ϑ3(τ + 1) = ϑ4(τ) ϑ3

(
−1

τ

)
=
√
−iτϑ3(τ),

ϑ4(τ + 1) = ϑ3(τ) ϑ4

(
−1

τ

)
=
√
−iτϑ2(τ),

η(τ + 1) = e
iπ
12 η(τ) η

(
−1

τ

)
=
√
−iτη(τ)

(255)

We note that
ϑ2ϑ3ϑ4
2η3

= 1.

and hence we obtain (251) and (252).
We see that if we treat the integral in (250) literally

∫ ∞

−∞
|q|P 2

dP =

∫ ∞

−∞
e−4πImτ P 2

dP =
1

2
√
Imτ

,

then the partition function

Z(τ) =
1

2
√
Imτ

1

|η(τ)|2
is invariant under S transformation as well.

Ising model. There are three characters in this case χ
(3,4)
1,1 (q), χ

(3,4)
3,1 (q) and χ

(3,4)
2,1 (q) (including the

factor q−
c
24 = q−

1
48 which we dropped before)

χ
(3,4)
1,1 (q) + χ

(3,4)
3,1 (q) = q−

1
48

∞∏

k=1

(1 + qk−
1
2 ) =

√
θ3(τ)

η(τ)
,

χ
(3,4)
1,1 (q)− χ(3,4)

3,1 (q) = q−
1
48

∞∏

k=1

(1− qk− 1
2 ) =

√
θ4(τ)

η(τ)
,

χ
(3,4)
2,1 (q) = q

1
24

∞∏

k=1

(1 + qk) =

√
θ2(τ)

2η(τ)
.

(256)

Using the modular properties of the theta constants (255) one can show that the combination

Z(τ) =
1

2

(∣∣∣∣
θ3
η

∣∣∣∣+
∣∣∣∣
θ4
η

∣∣∣∣ +
∣∣∣∣
θ2
η

∣∣∣∣
)

= |χ(3,4)
1,1 (q)|2 + |χ(3,4)

3,1 (q)|2 + |χ(3,4)
2,1 (q)|2

form modular invariant partition function.
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Generic unitary minimal model. We considerMp,p+1 minimal model with

c = 1− 6

p(p+ 1)
, ∆m,n =

(mp− n(p + 1))2 − 1

4p(p+ 1)
.

There are p(p − 1)/2 primary fields in Kac table 0 < n < m < p + 1 and the character of each
representation is given by Rocha-Caridi-Feigin-Fuks formula (compare to (204))

χ(p,p+1)
m,n (τ) =

q−
c
24∏∞

k=1(1− qk)
∑

k∈Z

(
q∆m+2k(p+1),n − q∆−m+2k(p+1),n

)
=

=
1

η(τ)

∑

k∈Z

(
q

((m+2k(p+1))p−n(p+1))2

4p(p+1) − q
((−m+2k(p+1))p−n(p+1))2

4p(p+1)

)
=

=
1

η(τ)

(
Θpm−n(p+1),p(p+1)(τ)−Θpm+n(p+1),p(p+1)(τ)

)
, (257)

where

Θr,s(τ)
def
=
∑

k∈Z
qs(k+

r
2s)

2

,

We note that the theta-function Θr,s(τ) satisfies the properties

Θr,s(τ) = Θ−r,s(τ) = Θr+2s,s(τ) = Θr,s(τ). (258)

Using Poisson resumation formula (254) one can find modular transformation properties of Θr,s(τ)

Θr,s(τ + 1) = e
iπr2

4s Θ(τ),

Θr,s

(
−1

τ

)
=
√
−iτ

s∑

r′=−s+1

1√
2s
e−

iπrr′

s Θr′,s(τ).
(259)

First equation is obvious. In order to prove the second, we use

Θr,s

(
−1

τ

)
=
∑

k∈Z
e−

2iπs
τ (k+ r

2s)
2 (254)

=

√
−iτ√
2s

∑

k′∈Z
e
2iπτs

(

k′

2s

)2
+ iπrk′

s .

It is convenient to represent

k′ = −2sk − r′ with k ∈ Z and r′ = −s + 1, . . . , s. (260)

Then the last sum in (260) can be rewritten as

∑

k′∈Z
e
2iπτs

(

k′

2s

)2
+ iπrk′

s =

s∑

r′=−s+1

∑

k∈Z
e
2iπτs

(

k+ r′

2s

)2
− iπrr′

s =

s∑

r′=−s+1

e−
iπrr′

s Θr′,s(τ).

Using the symmetry (258), one can rewrite21

Θr,s

(
−1

τ

)
=

√
−iτ√
2s

2s−1∑

r′=0

e−
iπrr′

s Θr′,s(τ) (261)

21Note that all the coefficients are real, since (261) can be rewritten as

Θr,s

(
− 1

τ

)
=

√
−iτ√
2s

(
Θ0,s(τ) +

s−1∑

r′=1

(
e

iπrr′

s + e−
iπrr′

s

)
Θr′,s(τ) + (−1)rΘs,s(τ)

)

108



Plugging (259) into the character formula (257) and using the symmetry properties (258), one finds

χ(p,p+1)
m,n (τ + 1) = e2iπ(∆m,n− c

24)χ(p,p+1)
m,n (τ)

and

χ(p,p+1)
m,n

(
−1

τ

)
=

1

η(τ)

1√
2p(p+ 1)

p(p+1)−1∑

r=1

4 sin
πmr

p+ 1
sin

πnr

p
Θr,p(p+1)(τ).

It is convenient to introduce the notations

λm,n
def
= (p+ 1)n− pm and N = 2p(p+ 1),

and rewrite the character χp,p+1
m,n (τ)→ χλ(τ) as

χλm,n(τ) = Kλm,n(τ)−Kλ−m,n(τ), where Kλ(τ) =
1

η(τ)
Θλ,N

2
(τ),

Kλ(τ) = K−λ(τ) = Kλ+N (τ).

We have the following transformation property for Kλ(τ) that follows from (261)

Kλ

(
−1

τ

)
=

1√
N

N−1∑

µ=0

e−
2iπλµ

N Kµ(τ). (262)

Now, we use the following lemma, which belongs to Cardy [10]. Namely, one can notice that the set

λ±m′,n′ = (p+ 1)n′ ± pm′ with 0 < n′ < m′ < p+ 1,

spans all integers r′ from 1 to p(p + 1) not divisible by p and p + 1 modulo 2p(p + 1) and modulo
reflections r′ → −r′. It can be proven as follows

� Let
ω

def
= 2p+ 1modN.

Then ω implements the reflection (m,n)→ (m,−n)

ωλm,n = λ−m,n −N(m− n) = λm,−nmodN.

and hence one can rewrite χp,p+1
m,n (τ)→ χλ(τ)

χλ(τ) = Kλ(τ)−Kωλ(τ)

Now apply (262)

Kωλ

(
−1

τ

)
=

1√
N

N−1∑

µ=0

e−
2iπωλµ

N Kµ(τ)
ω2=1modN

=
1√
N

N−1∑

µ=0

e−
2iπλµ

N Kωµ(τ).

Thus we have

χλ

(
−1

τ

)
=

1√
N

N−1∑

µ=0

e−
2iπλµ

N χµ(τ).
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� the map (m,n) 7→ λm,n mod N provides a bijection between the set22

0 ≤ n ≤ p− 1 and − p ≤ m ≤ p+ 1

and ZN . Indeed the size of two sets is the same and the map is injective since

λm,n = λm′,n′ mod N =⇒ (p+ 1)(m−m′) = p(n− n′) mod 2p(p+ 1),

but it implies that (p+1)(m−m′) = 0 mod p, which is only possible if m = m′ and hence n = n′.
Using this observation, we obtain

χλ

(
−1

τ

)
=

1√
N

p+1∑

m=−p

p−1∑

n=0

e−
2iπλµm,n

N χm,n(τ) (263)

� We note that for λ obeying ωλ = ±λ mod N we have

χλ(τ) = Kλ(τ)−Kωλ(τ) = 0

and thus λ’s with this property drop out from the sum (263). But

λm,n = ±ωλm,n ⇐⇒ m = 0 mod p or n = 0 mod (p+ 1)

Therefore we can exclude m = 0 and n = 0 in the sum in (263)

χλ

(
−1

τ

)
=

1√
N

p∑

m=1

p−1∑

n=1

(
e−

2iπλλm,n
N χm,n(τ) + e−

2iπλλ−m,n
N χ−m,n(τ)

)
=

=
1√
N

p∑

m=1

p−1∑

n=1

(
e−

2iπλλm,n
N − e−

2iπλλ−m,n
N (τ)

)
χm,n(τ)

where we have used
χ−m,n(τ) = −χm,n(τ).

Thus we obtain

χ(p,p+1)
m,n

(
−1

τ

)
= Sm′,n′

m,n χ
(p,p+1)
m′,n′ (τ), Sm′,n′

m,n =
4√

2p(p+ 1)
(−1)mn′+m′n+1 sin

πpmm′

p+ 1
sin

π(p+ 1)nn′

p

We see that the matrix S is symmetric and real. Moreover from its definition it follows that

SS = I =⇒ S−1 = S.

For genericMp,q model one has

Sm′,n′

m,n =
4√
2pq

(−1)mn′+m′n+1 sin
πpmm′

q
sin

πqnn′

p
(264)

22Note that this set in bigger than the Kac table 0 < n < m < p+ 1.
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The expression for the partition function is

Z(τ) =
∑

m,n,m′,n′

Nm,n,m′,n′χm,n(τ)χm′,n′(τ̄),

where Nm,n,m′,n′ is a non-negative integer number called the multiplicity, that is the number of times
the representation with the highest weights (∆, ∆̄) = (∆m,n,∆m′,n′) is present. The modular of the
partition function Z(τ) is equivalent to the set of conditions

T NT −1 = SNS−1 = N , (265)

where T and S are the matrices of elementary modular transformations. In addition we require

N1,1,1,1 = 1,

that is we assume that the identity operator I is unique.
There is a diagonal solutions to (265)

Nm,n,m′,n′ = δm,m′δn,n′ (N = 1),

which corresponds to the situation where all primary fields are scalars (∆ = ∆̄) and all of them are taken
just ones (with multiplicity 1). However, as was noticed by Cardy [10], there are other solutions. In
order to find them we note that T is always diagonal in the basis of χm,n(τ). Thus necessary condition
that comes from the T symmetry, demands that only the operators with the integer spin may occur23

∆m,n −∆m′,n′ = s ∈ Z. (266)

Thus the matrix element Nm,n,m′,n′ 6= 0 only if (266) holds. The matrix N with these properties still
has to satisfy

SN = NS.



1
2

1
2

1√
2

1
2

1
2
− 1√

2
1√
2
− 1√

2
0




It can be shown that

Z(τ) = |χ(5,6)
1,1 (τ) + χ

(5,6)
5,1 (τ)|2 + |χ(5,6)

1,2 (τ) + χ
(5,6)
5,2 (τ)|2 + 2|χ(5,6)

3,1 (τ)|2 + 2|χ(5,6)
3,2 (τ)|2

is invariant under S transformation. We note that in this non-diagonal solution the fields Φ4,r are not
present, while the fields Φ3,r enter with multiplicity 2. This model corresponds to Z3 parafermionic
CFT [12]. Two copies of the field Φ3,1 correspond to parafermionic currents (239), while two fields Φ3,2

with ∆ = 1
15

to the ”energy operators” σ1 and σ2 = σ+
1 from [12].

23Inspecting for example the Kac tables forM3,4 andM4,5 theories ((206) and (222) respectively), one finds that this
does not happen. However for the modelM5,6 (see (232)) we see that

∆5,1 −∆1,1 = 3, ∆5,2 −∆1,2 = 1,

and hence N5,1,1,1 and N5,2,1,2 might be non-zero.
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Lecture 19: Modular bootstrap II: ADE classification

General classification of modular invariant partition functions has been done in [13].
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Lecture 20: Modular bootstrap III: compact bosons, lattices

Consider the example of toroidal compactification. Suppose that we have one bosonic field ϕ which
takes values in a circle, that is we identify

ϕ(z, z̄) ∼ ϕ(z, z̄) + 2πR

It can be interpreted as follows. Consider the mode expansion of the field

ϕ(z, z̄) = ϕ0 − ij0 log (z)− ij̄0 log (z̄)− i
∑

k 6=0

(ak
k
z−k +

āk
k
z̄−k
)
,

j0 + j̄0
2

= p, [p, ϕ0] = 1.

We require that under z → e2iπz the field ϕ transforms as follows

ϕ(z, z̄) ∼ ϕ(z, z̄) + 2πnR, n ∈ Z (267)

which holds provided that
j0 − j̄0 = nR.

Now consider the vertex operator Vα = eiαϕ. It transforms under (267) as

Vα = eiαϕ → e2iπnαRVα.

The invariance requires that the phase in the equation above is equal to 1 for any n. Thus we obtain
the allowed values of α’s

α =
m

R
m ∈ Z

Thus our Hilbert space is

H = ⊕m,n
(
Fm

R
+nR

2
⊗ Fm

R
−nR

2

)

and the partition function takes the form

Z(τ) =
1

|η(τ)|2
∑

m,n

q
1
2(

m
R
+nR

2 )
2

q̄
1
2(

m
R
−nR

2 )
2

. (268)

Using the the Poisson resumation formula, it can be checked that (268) is invariant under T : τ → τ +1
and S: τ → − 1

τ
transformations (see below).

Now we want to generalize this discussion and to consider multidimensional generalization of (268).
Namely, consider the multicomponent field ϕ = (ϕ1, . . . , ϕD) with the identification

ϕ→ ϕ+ 2πniei, (269)

where (e1, . . . , eD) is the basis in RD with the Gram matrix

gij
def
= (ei · ej)

and ni ∈ Z. The set of all vectors of the form niei is known as a lattice

Γ = {niei, ni ∈ Z}.
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The identification (269) corresponds to the torus

T
def
= R

D/2πΓ.

Now consider vertex operators Vα = ei(α·ϕ)

Vα
(269)→ e2iπni(α·ei)Vα.

And hence the charges of vertex operators should belong to the dual lattice

α = mie
∗
i ,

where (
ei · e∗

j

)
= δij

The Hilbert space in this case is

H = ⊕mi,ni

(
Fmie

∗
i+

niei
2
⊗Fmie

∗
i−

niei
2

)

where each Fmie
∗
i+

niei
2

is the D−component Fock module. The corresponding partition function takes
the form

Z(τ) =
1

|η(τ)|2D
∑

mi,ni

q
1
2(mie

∗
i+

niei
2 )

2

q̄
1
2(mie

∗
i−

niei
2 )

2

, (270)

is again T and S invariant.
In order to see it, it is instructive to rewrite (270) in the following way

Z(τ) =
1

|η(τ)|2D
∑

p,p̄∈ΓD,D

q
p2

2 q̄
p̄2

2 =
1

|η(τ)|2D
∑

P∈ΓD,D

e−πAijP iP j

,

where P = (p, p̄),
Aij = diag(−iτ, . . . ,−iτ, iτ̄ , . . . , iτ̄)

and ΓD,D stands for the lattice in RD,D (Lorenzian lattice) with the basis

EI = (E1, . . . , ED, Ẽ1, . . . , ẼD), Ei = (e∗
i , e

∗
i ), Ẽi =

1

2
(ei,−ei).

The lattice ΓD,D is the very special one. Namely, it is integer even selfdual lattice

Integer: gIJ ∈ Z,

Even: gII ∈ 2Z =⇒ P 2 ∈ 2Z,

Selfdual: g−1
IJ ∈ Z =⇒ Γ = Γ∗ and det g = ±1.

Consider T transformation

Z(τ + 1, τ̄ + 1) =
1

|η(τ)|2D
∑

P∈ΓD,D

e−πAijP iP j

eiπP
2 P 2∈2Z

= Z(τ, τ̄).
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In order to establish S symmetry one has to use the multidimensional generalization of Poisson resuma-
tion formula (254) ∑

p∈Γ
e−πAijp

ipj =
1√

detA
√
det g

∑

q∈Γ∗

e−πA
−1
ij p

ipj (271)

that follows from the identity

∑

p∈Γ
δ(x− p) =

1√
det g

∑

k∈Γ∗

e2iπ(k·x)

applied to the function
e−πAijx

ixj .

Using (271) and the explicit form of the matrix A, one finds that

Z(τ, τ̄) = Z

(
−1

τ
,−1

τ̄

)
,

provided that Γ = Γ∗.
Now we come to chiral bosonic theories which are important in superstring theory. It contains 16

holomorphic degrees of freedom which lead to the following chiral partition function

Zchiral(τ) =
1

η16(τ)
P (τ), where P (τ) =

∑

p∈Γ16

q
p2

2 , (272)

while the total partition function, which includes the integration over 8 transversal bosonic modes, each
of them contributes as

∫ ∞

−∞
|q|P 2

dP =

∫ ∞

−∞
e−4πImτ P 2

dP =
1

2
√
Imτ

=⇒ ∼ 1

Imτ 4
,

and the factor
1

η8(τ)︸ ︷︷ ︸
transversal bosons

1

η12(τ̄)

(
θ43(τ̄)− θ44(τ̄)− θ42(τ̄ )

)

︸ ︷︷ ︸
GSO fermionic string

,

has the form

Z(τ, τ̄) =
1

Im(τ)4

(
1

η24(τ)

∑

p∈Γ16

q
p2

2

)
1

η12(τ̄ )

(
θ43(τ̄)− θ44(τ̄ )− θ42(τ̄)

)
. (273)

Using (255) as well as the corresponding formula for η(τ)

η(τ + 1) = e
iπ
12 η(τ) η

(
−1

τ

)
=
√
−iτη(τ)

one finds that the partition function (273) is modular invariant provided that P (τ) (see (272)) satisfies

P (τ + 1) = P (τ), P

(
−1

τ

)
= τ 8P (τ) (274)
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The condition (274) holds provided that Γ16 is even self-dual (also known as unimodular) lattice in R16.
It is well known that in 16 dimensions there are only two such lattices, known as E8 × E8 and SO(32)
lattices.

We start with the first one. Consider the lattice Γ8 in R8 whose Gram matrix coincides with the
Cartan matrix for E8

gij =




2 −1 0 0 0 0 0 0
−1 2− 1 0 0 0 0 0 0
0 −1 2 −1 0 0 0 0
0 0 −1 2 −1 0 0 0
0 0 0 −1 2 −1 0 −1
0 0 0 0 −1 2 −1 0
0 0 0 0 0 −1 2 0
0 0 0 0 −1 0 0 2




−→

Obviously this is the integer even lattice. Moreover det g = 1 and hence it is unimodular. The basic
vectors of ΓE8 (simple roots of E8) can be taken in the form

e1 = (1,−1, 0, 0, 0, 0, 0, 0), . . . , e7 = (0, 0, 0, 0, 0, 0, 1,−1),

e8 =

(
−1
2
,−1

2
,−1

2
,−1

2
,−1

2
,
1

2
,
1

2
,
1

2

)
.

Arbitrary vector in ΓE8

p =

8∑

k=1

mkek, mk ∈ Z,

can be represented in the form

p =

{
(n1, n2, n3, n4, n5, n6, n7, n8)(
n1 +

1
2
, n2 +

1
2
, n3 +

1
2
, n4 +

1
2
, n5 +

1
2
, n6 +

1
2
, n7 +

1
2
, n8 +

1
2

) :

8∑

k=1

nk ∈ 2Z. (275)

Using (275) one can compute chiral E8 partition function

PE8(τ)
def
=
∑

p∈ΓE8

q
p2

2 .

We can implement the condition on nk in (275) by inserting the factor 1
2

(
1 + eiπ

∑

nk
)
. Then we have

PE8(τ) =
1

2




8∏

k=1

∑

nk∈Z
q

n2
k
2

︸ ︷︷ ︸
θ3(q)

+

8∏

k=1

∑

nk∈Z
(−1)nkq

n2
k
2

︸ ︷︷ ︸
θ4(q)

+

8∏

k=1

∑

nk∈Z
q

(nk+1
2 )2

2

︸ ︷︷ ︸
θ2(q)

+

8∏

k=1

∑

nk∈Z
(−1)nkq

(nk+1
2 )2

2

︸ ︷︷ ︸
θ1(q)=0




=

=
1

2

(
θ83(q) + θ84(q) + θ82(q)

)
= 1 + 240q2 + 2160q4 + . . .
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Correspondingly the lattice E8 ⊗ E8 consists of all vectors of the form

p =





(n1, . . . , n8, m1, . . . , m8)(
n1, . . . , n8, m1 +

1
2
, . . . , m8 +

1
2

)
(
n1 +

1
2
, . . . , n8 +

1
2
, m1, . . . , m8,

)
(
n1 +

1
2
, . . . , n8 +

1
2
, m1 +

1
2
, . . . , m8 +

1
2

)
:

8∑

k=1

nk ∈ 2Z,

8∑

k=1

mk ∈ 2Z.

and the partition function has the form

PE8⊗E8 =
1

4

(
θ83(q) + θ84(q) + θ82(q)

)2
= 1 + 480q2 + 61920q4 + . . . .

Now we consider SO(32) lattice. It consists of all vectors in R16 of the form

p =

{
(n1, . . . , n16)(
n1 +

1
2
, . . . , n16 +

1
2

) :
16∑

k=1

nk ∈ 2Z. (276)

The character of this lattice has the form

PSO(32)(τ) =
1

2

(
θ163 (q) + θ164 (q) + θ162 (q)

)
.

With the help of Riemann identity

θ43(q)− θ44(q)− θ42(q) = 0,

one can show that
PSO(32)(τ) = PE8⊗E8(τ),

and hence both heterotic string theories have the same number of states at any level.
Now we clarify the relation of the lattice Γ16 to the group SO(32), The basis of Γ16 consists of the

vectors

e1 = (1,−1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0), . . . , e15 = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1,−1),

ê16 =


−1

2
,−1

2
,−1

2
,−1

2
,−1

2
,−1

2
,−1

2
,−1

2
,−1

2︸ ︷︷ ︸
9

,
1

2
,
1

2
,
1

2
,
1

2
,
1

2
,
1

2
,
1

2︸ ︷︷ ︸
7


 .

(277)

On the other hand we can define the lattice ΓSO(32) defined by the simple roots of SO(32)

e1 = (1,−1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0), . . . , e15 = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1,−1),
e16 = (0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1).

We note that (e1, . . . , e15) are the same for both lattices, but ê16 6= e16. We have

e16 = − (e1 + 2e2 + 3e3 + 4e4 + 5e5 + 6e6 + 7e7 + 8e8 + 9e9+

+8e10 + 7e11 + 6e12 + 5e13 + 4e14 + 2e15 + 2ê16)
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and hence
ΓSO(32) ⊂ Γ16.

On the other hand since ΓSO(32) is integer, we have24

ΓSO(32) ⊂ Γ∗
SO(32).

So we expect that
Γ16 ⊂ Γ∗

SO(32).

It is enough to show that ê16 belongs to Γ∗
SO(32). From the definition (277) we know that

ê2
16 = 4, (ê16 · ek) = 0 for k 6= 9, (ê16 · e9) = −1.

and hence
ê16 = 4e∗

16 − e∗
9 =⇒ Γ16 ⊂ Γ∗

SO(32).

Thus Γ16 is a sublattice of Γ∗
SO(32) which is unimodular. We note that similarly

ΓE8 ⊂ Γ∗
SO(16)

with the basis25

e1, . . . , e7 and ê8 = 2e∗
8 − e∗

5.

In general it can be shown that one can construct even unimodular euclidean lattices for D = 8k. We
have one lattice for D = 8, two lattices for D = 16, then for D = 24 there are 24 different lattices
known as Niemeier lattices. It is interesting that all of them, except one are related to root systems of
semi-simple Lie groups. The one distinguished lattice (no root) is known as Leech lattice which has the
partition function

PLeech(q) =

(
1

2

(
θ83(q) + θ84(q) + θ82(q)

))3

− 45

16
θ83(q)θ

8
4(q)θ

8
2(q) = 1 + 196560q4 + 16773120q6 + . . .

For D = 32 there are more than 230 even unimodular lattices.
The lattices ΓE8⊗E8 and Γ16 are of course both the sublattices in Γ∗

SO(32). This fact is even more
transparent if one uses the boson-fermion correspondence. Let us introduce 32 Maiorana fermions

λI(z) with I = 1, . . . , 32.

We can form 16 Dirac (complex) fermions out of them

ϑk =
1√
2
(λ2k−1 + iλ2k) , ϑ∗k =

1√
2
(λ2k−1 − iλ2k) for k = 1, . . . , 16.

Then using the boson-fermion correspondence one can represent

ϑk = ηke
iHk , ϑ∗k = ηke

−iHk ,

24Indeed, representing

ei =

16∑

k=1

m
(i)
k e∗k

(ei·ej)∈Z

=⇒ m
(i)
k ∈ Z.

25Here ek are the simple roots of SO(16).
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where Hk(z) are 16 chiral bosonic fields with

〈Hi(z)Hj(w)〉 = −δij log(z − w),

and ηk’s are the Klein factors

ηiηj = −ηjηi for i 6= j, η2k = 1.

One can express any vertex operators as

einkHk →
{
ϑ∗k∂ϑ

∗
k . . . ∂

nk−1ϑk for nk > 0

ϑ∗k∂ϑ
∗
k . . . ∂

nk−1ϑ∗k for nk < 0
,

ei(nk+
1
2)Hk →

{
ϑ∗k∂ϑ

∗
k . . . ∂

nk−1ϑkRk for nk > 0

ϑ∗k∂ϑ
∗
k . . . ∂

nk−1ϑ∗kRk for nk < 0,

where Rk are the Ramond fields. Thus vertex operators with momenta from SO(32) sublattice (276)
correspond to the following choice of periodicity conditions

(λ1, . . . , λ32) ∼ (λ1, . . . , λ32) or (λ1, . . . , λ32) ∼ −(λ1, . . . , λ32)

On the other hand for E8 ⊗ E8 lattice we divide fermions into two groups, say (λ1, . . . , λ16) and
(λ17, . . . , λ32) and for each group the periodicity conditions can be either periodic or anti-periodic

(λ1, . . . , λ16) ∼ (λ1, . . . , λ16) or (λ1, . . . , λ16) ∼ −(λ1, . . . , λ16),
(λ17, . . . , λ32) ∼ (λ17, . . . , λ32) or (λ17, . . . , λ32) ∼ −(λ17, . . . , λ32).
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Lecture 21: CFT on the torus I: path integral approach

In this lecture we study CFT on the torus within the framework of ”path integral” approach. We start
with basic definitions. By torus we mean the standard complex torus with the Euclidean metric

ds2 = dzdz̄, z = x+ τy, 0 < x, y < 1,

where
τ = τ1 + iτ2, τ1, τ2 ≥ 0.

Geometrically, it is nothing but the parallelogram spanned by 1 and τ with identified edges. Identifying
z and z + 1 rolls the parallelogram into a cylinder of length τ2

τ2τ2

Then we have to roll it again, by identifying z and z + τ . In Hamiltonian approach (see Lecture 18) we
expect to have the following expression for correlation functions

〈O1(z1, z̄1) . . .ON (zN , z̄N)〉τ = Tr
(
e−τ2He−iτ1PTy

[
Ô1(z1, z̄1) . . . ÔN(zN , z̄N)

])
, (278)

where H and P are the Hamiltonian and Momentum on the cylinder. The torus can be mapped to the
annulus of radii 1 and e2πτ2 with identified edges through the conformal map w = e−2iπz

w = e−2iπz

1

1
2πτ1

τ1

τ2

e2πτ2

This map allows one to express H and P through the Virasoro generators as

H = 2π
(
L0 + L̄0 −

c

12

)
, P = 2π

(
L0 − L̄0

)
,

so that the equation (278) takes the form

〈O1(z1, z̄1) . . .ON(zN , z̄N)〉τ = Tr
(
qL0− c

24 q̄L̄0− c
24Ty

[
Ô1(z1, z̄1) . . . ÔN(zN , z̄N)

])
. (279)
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In the following we will work with meromorphic functions on the torus, or elliptic functions. A
function f(z) is said to be elliptic if it is doubly periodic

f(z + 1) = f(z + τ) = f(z).

Any meromorphic elliptic function satisfy two important properties

� The sum of residues vanishes

� It has the same number of poles and zeroes counted with their multiplicities

Both properties can be readily proved by applying Cauchy theorem to the function itself and its loga-
rithmic derivative respectively. There is a standard way to express meromorphic function in terms of
the so called θ-functions.

The θ-functions: We define the Θ1(u|τ) function by the infinite series26

Θ1(z|τ) def
=
∑

n∈Z
(−1)n− 1

2 q
1
2(n+

1
2)

2

e2iπ(n+
1
2)z.

This function satisfies the differential equation

∂2zΘ1(z|τ) = 4iπ∂τΘ1(z|τ).

The theta function by itself is not doubly periodic, but instead it satisfies

Θ1(z + 1|τ) = −Θ1(z|τ), Θ1(z + τ |τ) = −q− 1
2 e−2iπzΘ1(z|τ).

We also define ζ and ℘ Weierstraß functions

ζ(z)
def
=

Θ′
1(z|τ)

Θ1(z|τ)
+ 2η1z, ℘(z)

def
= −ζ ′(z),

where the constant

η1(τ) = −
1

6

Θ
′′′

1 (0|τ)
Θ

′

1(0|τ)
= −2iπ∂τ log η(τ), η(τ) =

(
Θ′

1(0|τ)
2π

) 1
3

,

has been chosen such that

ζ(z) =
1

z
+O(z3), ℘(z) =

1

z2
+
g2(τ)

20
z2 +

g3(τ)

28
z4 +O(z6).

We also have

℘(z) =

(
Θ′

1(z|τ)
Θ1(z|τ)

)2

− Θ′′
1(z|τ)

Θ1(z|τ)
+

1

3

Θ
′′′

1 (0|τ)
Θ

′

1(0|τ)
.

It will also prove convenient to define

E(z)
def
=

Θ1(z|τ)
Θ′

1(0|τ)
.

26Note that Θ1(z|τ) corresponds to EllipticTheta[1, πz, q
1
2 ] in Wolfram Mathematica.
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Now we proceed to derivation of conformal Ward identities on the torus. Repeating exactly the same
arguments as in the Lecture 3, one derives Ward identity in the integral form

N∑

j=1

〈O1(z1) . . . δǫOj(zj) . . .ON (zN)〉τ =
1

2πi

N∑

j=1

∮

Czj
ǫ(ζ)〈T (ζ)O1(z1) . . .ON (zN)〉τdζ, (280)

where the variations of local fields are exactly the same as in the plane case

δǫO = ǫ(∂O) + ǫ′(L0O) +
ǫ′′

2!
(L1O) +

ǫ′′′

3!
(L2O) + . . .

Taking ǫ(ζ) = const in (280), one finds

N∑

k=1

∂k〈O1(z1) . . .ON(zN )〉τ = 0, (281)

which is the only global WI on the torus. In order to obtain local WI, one has to take ǫ(ζ) as some
meromorphic elliptic function. From the properties mentioned above, it is clear that such a function
should have at least two poles. For example, taking ǫ(ζ)

ǫ(ζ) = ∂ζ log Θ1(ζ − z|τ)− ∂ζ logΘ1(ζ − w|τ),

which has exactly two poles at ζ = z and ζ = w, one finds

〈T (z)O1(z1) . . .ON(zN )〉τ −
N∑

j=1

νj∑

k=0

ρk(z − zj)〈O1(z1) . . . Lk−1Oj(zj) . . .ON(zN )〉τ =

= 〈T (w)O1(z1) . . .ON(zN )〉τ −
N∑

j=1

νj∑

k=0

ρk(w − zj)〈O1(z1) . . . Lk−1Oj(zj) . . .ON (zN )〉τ ,

where

ρk(z)
def
=

(−1)k
k!

∂k+1
z logΘ1(z|k) =

1

zk+1
+O(1)

In other words the combination

〈T (z)O1(z1) . . .ON (zN )〉τ −
N∑

j=1

νj∑

k=0

ρk(z − zj)〈O1(z1) . . . Lk−1Oj(zj) . . .ON(zN )〉τ , (282)

does not depend on z and thus is equal to zero up to z-independent term. Using the fact that27

∫ 1

0

ρ0(z − zj)dz = iπ,

∫ 1

0

ρk(z − zj)dz = 0 for k = 1, . . .

27Note that for k = 0 one has to use (281) as well.
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this constant term can be found by integrating (282). We have28

∫ 1

0

〈T (z)O1(z1) . . .ON (zN)〉τdz
(279)
=

(279)
= −(2π)2Tr

(
qL0− c

24 q̄L̄0− c
24

(
L0 −

c

24

)
Ty
[
Ô1(z1, z̄1) . . . ÔN(zN , z̄N)

])
=

= −(2π)2q d
dq
〈O1(z1) . . .ON (zN)〉τ = 2iπ∂τ 〈O1(z1) . . .ON (zN )〉τ .

Collecting all terms together, we obtain

〈T (z)O1(z1) . . .ON(zN )〉τ =

=

N∑

j=1

νj∑

k=0

ρk(z − zj)〈O1(z1) . . . Lk−1Oj(zj) . . .ON(zN )〉τ + 2iπ∂τ 〈O1(z1) . . .ON (zN)〉τ . (283)

In particular for primary fields, one has

〈T (z)Φ1(z1) . . .ΦN(zN )〉τ =
N∑

j=1

[∆j (℘(z − zj) + 2η1) + (ζ(z − zj) + 2η1zj) ∂j ] 〈Φ1(z1) . . .ΦN(zN )〉τ+

+ 2iπ∂τ 〈Φ1(z1) . . .Φ(zN )〉τ . (284)

Taking for example N = 0, one finds

〈T (z)〉 = 2iπ∂τZ where Z = 〈1〉τ . (285)

Now we consider degenerate fields. When combined with null-vector conditions, Ward identities
leads to differential equation on correlation functions. Consider for example the degenerate field Φ2,1

for which the null vector has the form (93). Using (284), one finds

(
∂2z + b2

[
2η1
(
∆21 + z∂z

)
+

N∑

k=1

(
∆k(℘(z − zk) + 2η1)+

+ (ζ(z − zk) + 2η1zk)∂k

)
+ 2iπ∂τ

])
〈Φ(z)Φ∆1(z1) . . .Φ∆N

(zN )〉τ = 0.

Taking for example N = 1, one finds

(
∂2z + b2

[
2η1

(
− 1

2
− 3b2

4
+ z∂z

)
+∆(℘(z) + 2η1)− ζ(z)∂z + 2iπ∂τ

])
〈Φ(z)Φ∆(0)〉τ = 0, (286)

28We remind the expansion of T (z)

T (z) = (2π)2


 c

24
− L0 −

∑

k 6=0

Lke
2iπkz


 ,

where c/24 term comes from anomaly term in (64) under the map w = e−2iπz.
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where we have used (281) to set the coordinate of the field Φ∆ to 0. We also use Liouville like notations
as in (86). It is convenient to rewrite (286) in terms of a new function Ψ(z|τ) as

〈Φ(z)Φ∆(0)〉τ = η(τ)2(∆−1−b2)Θ1(z|τ)
b2

2 Ψ(z|τ).

Then Ψ(z|τ) satisfies non-stationary Lamé equation29

(
−∂2z + s(s+ 1)℘(z)

)
Ψ(z|τ) = 2iπb2∂τΨ(z|τ), s =

b2

2
− bα. (288)

It is remarkable, that there is a set of s, such that one can analytically solve (288)

s = n +mb2 i.e. α =
b

2
−mb− nb−1 (m,n) ∈ Z≥0.

Consider the simplest case s = 0. Then generic solution has the form

Ψ±
0 (z|τ) = qP

2

e±2πbPz. (289)

For s = 1, one has

Ψ±
1 (z|τ) =

∫ 1

0

(
Θ1(v|τ)
η(τ)

)2b−2

E(z + v)

E(z)E(v)
Ψ±

0 (z + 2b−2v|τ)dv,

while for s = b2

Ψ̃±
1 (z|τ) = η(τ)2(1−b

2)

∫ 1

0

(
Θ1(v|τ)
η(τ)

)2b2 (
E(z + v)

E(z)E(v)

)b2
Ψ±

0 (z + 2v|τ)dv. (290)

In general one expects m + n dimensional integral. The last formula (290) will be important for us,
since it corresponds to two-point function of two degenerate fields Φ2,1

29Stationary Lamé equation has the form

(
−∂2 + s(s+ 1)℘(z)

)
Ψ(z) = −℘(v)Ψ(z).

Especially important is the case when s is a natural number. In this case the solutions are meromorphic functions. For
example for s = 1 it has a solution

Ψ(z) =
Θ1(z + v|τ)
Θ1(z|τ)

e
−z

Θ′
1(v|τ)

Θ1(v|τ) .

It can be checked using the relation

Θ′′(z + v|τ)
Θ(z + v|τ) +

Θ′′(z|τ)
Θ(z|τ) +

Θ′′(v|τ)
Θ(v|τ) − 2

Θ′(z + v|τ)
Θ(z + v|τ)

(
Θ′(z|τ)
Θ(z|τ) +

Θ′(v|τ)
Θ(v|τ)

)
+ 2

Θ′(z|τ)
Θ(z|τ)

Θ′(v|τ)
Θ(v|τ) −

Θ′′′
1 (0|τ)

Θ′
1(0|τ)

= 0. (287)

Indeed the l.h.s of (287) can be rewritten as

−℘(z + v)− ℘(z)− ℘(v) +
(
Θ′

1(z|τ)
Θ1(z|τ)

+
Θ′

1(v|τ)
Θ1(v|τ)

− Θ′
1(z + v|τ)

Θ1(z + v|τ)

)2

which is elliptic function in both z and v without poles and thus is a constant, which is 0.
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Conformal blocks. Now we come to definition of toric conformal blocks. They are conveniently
defined in Hamiltonian approach. We start with one-point one

F∆(∆1|τ) def
= Tr

(
qL0− c

24Φ∆1(1)
) ∣∣∣

V∆

. (291)

It corresponds to the following dual diagram

F∆(∆1|τ) −→

∆1

∆

Using the definition (291) one obtains 30

F∆(∆1|τ) = q∆− c
24

(
1 +
〈∆|L1Φ∆1(w)(1)L−1|∆〉

〈∆|L1L−1|∆〉
q + . . .

) ∣∣∣∣∣
w=1

,

where every matrix element is computed using (161)

[Ln,Φk(w)] =
(
wn+1∂w +∆k(n+ 1)wn

)
Φk(w) = Lwn · Φk(w),

[Lm, [Ln,Φk(w)]]
!
= Lwn · Lwm · Φk(w).

(292)

We note that using (292) one can rewrite the one-point conformal block (291) as

F∆(∆1|τ) = q∆− c
24D1(∆|w, q)w−∆1

∣∣∣
w=1

,

where D1(∆|w, q) is the pseudo-differential operator

D1(∆|w, q) = 1 +

(
1− 1

2∆
Lw1 · Lw−1

)
q + . . .

This representation is very convenient, when one computes higher order conformal blocks. For example
we define two-point conformal blocks according to the dual diagrams as follows

∆1

∆1

∆2

∆2

∆∆

∆′∆′

F t∆,∆′(∆1,∆2|z, τ) −→ F s∆,∆′(∆1,∆2|z, τ) −→

30We have set
〈∆|Φ∆1(1)|∆〉 = 1

for convenience.
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The upper indexes (t, s) stand for t and s channels and can be explained as follows. Any of two-point
blocks is defined as a trace of the form

F s,t∆,∆′(∆1,∆2|z, τ) = w∆1q∆− c
24

(
〈∆|Φ∆1(w)Φ∆2(x)|∆〉+

〈∆|L1Φ∆1(w)Φ∆2(x)L−1|∆〉
〈∆|L1L−1|∆〉

q + . . .

) ∣∣∣∣∣
x=1,w=e−2iπz

,

where the additional factor w∆1 comes from transformation law for primary field

Φ∆1(w) =

(
dw

dz

)∆1

Φ∆1(z).

Thus one can rewrite

F s,t∆,∆′(∆1,∆2|z, τ) = w∆1q∆− c
24D2(∆|w, x, q)F s,t∆′

(∆1 ∆2

∆ ∆

∣∣∣w, x
)∣∣∣
x=1,w=e−2iπz

,

where the operator D2(∆|w, x, q) has been obtained from D1(∆|w, q) by the replacement

Lwn → Lwn + Lxn,
i.e.

D2(∆|w, x, q) = 1 +

(
1− 1

2∆

(
Lw1 + Lx1

)
·
(
Lw−1 + Lx−1

))
q + . . . (293)

and F s,t∆′

(
∆1 ∆2

∆ ∆

∣∣∣w, x
)
are the four-point conformal blocks on the sphere in s and t channels respectively.

Namely31

F s∆′

(∆ ∆2

∆1 ∆

∣∣∣w, x
)
=
∑

|λ|=|µ|
w∆′−∆−∆1+|λ| (Γ−1(∆′)

)µ
λ

〈∆|Φ∆2(x)L−λ|∆′〉
〈∆|Φ∆2(x)|∆′〉

〈∆′|LµΦ∆1(1)|∆〉
〈∆′|Φ∆1(1)|∆〉

.

and

F t∆′

(∆ ∆2

∆1 ∆

∣∣∣w, x
)
=
∑

|λ|=|µ|
(w − x)∆′−∆1−∆2+|λ| (Γ−1(∆′)

)µ
λ

〈∆|Φ∆(1)L−λ|∆′〉
〈∆|Φ∆(1)|∆′〉

〈∆′|LµΦ∆1(x)|∆2〉
〈∆′|Φ∆1(x)|∆2〉

.

We also define u-channel conformal block. From general properties of sphere conformal blocks one
deduces that32

Fu∆,∆′(∆1,∆2|z, τ) = F s∆,∆′(∆1,∆2| − z, τ) (294)

It is instructive to identify the solutions (289) as two-point conformal blocks

F s∆,∆′(∆1,∆2|z, τ) = qP
2

η(τ)−1− 3b2

2 Θ1(z|τ)
b2

2 e±2πbPz (294)
= eiπb

2Fu∆,∆′(∆1,∆2|z, τ),

∆ =
Q2

4
+ P 2, ∆′ =

Q2

4
+

(
P ± ib

2

)2

, ∆1 = −
1

2
− 3b2

4︸ ︷︷ ︸
∆(− b

2)

, ∆1 =
1

2
+
b2

4︸ ︷︷ ︸
∆( b

2)

. (295)

31Note that in Lecture 9 t−channel block was defined as w → ∞ expansion and u−channel as w → 1. Here we
exchanged t↔ u for convenience.

32It follows from the general symmetry properties of conformal blocks

F t
∆

(
∆1 ∆4

∆2 ∆3

∣∣∣w
)

= Fs
∆

(
∆1 ∆2

∆4 ∆3

∣∣∣1− w
)
, Fu

∆

(
∆1 ∆4

∆2 ∆3

∣∣∣w
)

= w−2∆1Fs
∆

(
∆1 ∆4

∆3 ∆2

∣∣∣w−1

)
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Indeed, one can check that for the special kinematics (295) two s-channel conformal blocks (180) have
the simple form33

F s±(z, x) = wb(
Q
2
±iP)x−b(

Q
2
±iP)(w − x) b2

2 . (296)

It is straightforward exercise to check that applying the operator (293) to the special conformal blocks
(296) one restores (295) order by order in q.

Let us note the following curious observation. Both blocks (295) have a diagonal monodromy along
the a cycle. That is the transformation z → z + 1 leaves them unchanged up to a multiplicative factor

F s∆,∆′(∆1,∆2|z + 1, τ) = e2iπ(∆
′−∆)F s∆,∆′(∆1,∆2|z, τ). (297)

On the other hand, the monodrony along the b cycle, i.e the transformation z → z + τ acts as follows

Fu∆,∆′(∆1,∆2|z + τ, τ) = F s∆′,∆(∆1,∆2|z, τ). (298)

One can argue that (297) and (298) hold in general case as well. While the first property (297) fol-
lows immediately from the definition, the second property looks a bit mysterious. First we note that
F s∆,∆′(∆1,∆2|z, τ) can be rewritten as

F s∆,∆′(∆1,∆2|z, τ) =

=
∑

λ,µ

q∆+|µ|− c
24w∆′−∆+|λ|−|µ|x∆−∆′+|µ|−|λ|〈∆,µ|Φ∆2(1)|∆′,λ〉〈∆′,λ|Φ∆1(1)|∆,µ〉

∣∣∣∣∣
x=1

=

=
∑

λ,µ

q∆+|µ|− c
24w∆′−∆+|λ|−|µ|〈∆,µ|Φ∆2(1)|∆′,λ〉〈∆′,λ|Φ∆1(1)|∆,µ〉, (299)

where |∆,µ〉 is an orthonormal basis and we have set 〈∆′|Φ∆1(1)|∆〉 = · · · = 1 for convenience. It is
important that (299) holds for |w| < 1. For |w| > 1 we use another formula for u−channel block

Fu∆,∆′(∆1,∆2|z, τ) =

=
∑

λ,µ

q∆+|λ|− c
24x∆

′−∆+|µ|−|λ|w∆−∆′+|λ|−|µ|〈∆,λ|Φ∆1(1)|∆′,µ〉〈∆′,µ|Φ∆2(1)|∆,λ〉
∣∣∣∣∣
x=1

=

=
∑

λ,µ

q∆+|λ|− c
24w∆−∆′+|λ|−|µ|〈∆,λ|Φ∆1(1)|∆′,µ〉〈∆′,µ|Φ∆2(1)|∆,λ〉. (300)

Note that in (300) we have renamed λ↔ µ for convenience. In order to obtain (298), we compare (299)
with w = w(z) and (300) with w = w(z + τ) = w(z)q−1.

Differential equations on characters. It is also instructive to derive differential equation satisfied
by the characters of the minimal models (204). In genericMp,q minimal model, one has the identification
(see (195))

Φ1,1 ∼ Φq−1,p−1.

Thus the identity field inMp,p′ minimal model has a vanishing descendant at the level (p− 1)(p′ − 1).
Using conformal Ward identities (283) the vanishing of this field can be transformed to the differential

33One can check that both hypergeometric functions in (180) are equal to 1.

127



equation on characters χ
(p,q)
r,s . To this end, it is convenient to use (283) in the special case where

Ok(zk) = T (zk)

〈T (z)T (z1) . . . T (zN)〉τ =
N∑

j=1

c

12
℘′′(z − zj)〈T (z1) . . . T (zj) . . . T (zN)〉τ+

+

N∑

j=1

(
2
(
℘(z − zj) + 2η1

)
+
(
ζ(z − zj) + 2η1zj

)
∂j

)
〈T (z1) . . . T (zN)〉τ + 2iπ∂τ 〈T (z1) . . . T (zN )〉τ .

(301)

It is clear that the corresponding null vector has the form
(
L

(p−1)(p′−1)
2

−2 + . . .

)
I

and since any insertion of Ln results in derivative in τ , we will finally find a differential equation of order
(p−1)(p′−1)

2
. This is exactly the same number as the number of primary fields in Kac table forMp,p′.

Consider the simplest example of Lee-Yang modelM2,5. There is a null-vector equation

(
L2
−2 −

3

5
L−4

)
I = 0, (302)

which leads to the differential equation of order 2 after averaging 〈. . . 〉τ . The term L−4 in (302) results
to vanishing contribution due to translational invariance (281). For the rest we use (301)

〈T (z)T (0)〉τ = −
11

30︸︷︷︸
c
12

℘′′(z)〈1〉τ + 2 (℘(z) + 2η1) 〈T (0)〉τ + 2iπ∂τ 〈T (0)〉τ
(285)
=

(285)
=

(
−11
30
℘′′(z) + 2 (℘(z) + 2η1) 2iπ∂τ + (2iπ∂τ )

2

)
〈1〉τ (303)

In order to find 〈L2
−2I〉τ one has to find regular term in (303) at z → 0. We find

(
− 11

300
g2(q) + 4η1(q)2iπ∂τ + (2iπ∂τ )

2

)
χ(q) = 0. (304)

There is a convenient way to treat differential equations like (304). It is well known that the torus
can be viewed as a two-sheeted covering of a sphere with four marked points 0, 1, x and ∞. First, the
modular parameter τ and the parameter x are related as follows 34

τ = i
K(1− x)
K(x)

where K(x) =
1

2

∫ 1

0

dt√
t(1− t)(1− xt)

. (305)

The inverse to (305) can be expressed in terms of theta-constants (253) as

x =
ϑ2(q)

4

ϑ3(q)4
(306)

34Note that the same map has been done in Lecture 11.
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The function x(τ) maps upper half plane on to a sphere with three points 0, 1 and ∞ where the torus
degenerates. Under modular transformation x transforms as follows

T : x (τ + 1) =
x(τ)

x(τ)− 1
,

S : x

(
−1

τ

)
= 1− x(τ).

Using

2iπ∂τ = 8K2(x)x(x − 1)∂x, η12(q) =
4K(x)6

π6
x(1 − x),

g2(q) =
64

3
K(x)4(x2 − x+ 1), g3(q) =

256

27
K(x)6(x+ 1)(x− 2)(2x− 1).

equation (304) can be rewritten as Fuchsian differential equation with three singular points. In fact, it
coincides with BPZ differential equation (177) with

b = i

√
2

3
and ∆1 = ∆2 = ∆3 =

11

600
.

One can check that the parameters (179) in this case are equal to

A = − 1

10
, B =

3

10
and C =

3

5
.

In this case BPZ equation has two solutions

x
11
30 (1− x)− 1

30F

(
3
10

7
10

7
5

∣∣∣∣x
)

(306)
= 2

22
15χ

(2,5)
1,1 (q), x−

1
30 (1− x)− 1

30F

(
− 1

10
3
10

3
5

∣∣∣∣x
)

(306)
= 2−

2
15χ

(2,5)
2,1 (q).

Simple exercise shows that the fusion matrix between s− and t−channel blocks (remember that we have
changed the notion of t and u channel blocks) coincides with S-matrix (264) for (p, p′) = (2, 5).

We note that there is another way to rewrite the differential equation (304) in a modular invariant
way. It is convenient to work with Eisenstein series

E2k(τ)
def
= 1 +

2

ζ(1− 2k)

∞∑

n=1

n2k−1qn

1− qn .

It is well known that all E2k(τ) for k > 1 are modular forms of weight 2k

E2k

(
−1

τ

)
= τ 2kE2k(τ).

while E2(τ) acquires an additive term as

E2

(
−1

τ

)
= τ 2E2(τ)−

6i

π
τ.

Moreover all E2k(τ) with k > 3 are polynomially generated from E4(τ) and E6(τ). In the following we
will use the relations

η1(q) =
π2

6
E2(τ), g2(τ) =

4π4

3
E4(τ), g3(τ) =

8π6

27
E6(τ)
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Also we define Serre derivative (2iπ∂τ = −4π2q∂q)

Dr
def
= q∂q −

r

12
E2(q),

which acts between modular forms of weight 2k and 2k + 2, and define

Dk def
= D2k−2D2k−4 . . .D2D0.

We also recall the Ramanujan identities

q∂qE2(q) =
1

12

(
E2(q)

2 −E4(q)
)
, q∂qE4(q) =

1

3
(E2(q)E4(q)− E6(q))

We note that the most generic differential operator which acts on modular form of weight zero35 has
the form

Dk + λ1E4(q)D
k−2 + λ2E6(q)D

k−3 + λ3E4(q)
2Dk−4 + λ5E4(q)E6(q)D

k−5 + . . .

In particular the differential equation (304) is very simple

(
D2 − 11

3600
E4(q)

)
χ(q) = 0.

It is interesting to note that the coefficient λ1 = − 1
3600

is uniquely determined by the condition that the
differential equation (

D2 + λ1E4(q)
)
χ(q) = 0,

has a solution
χ1,1(q) = q−

c
24

(
1 + q2 + q3 + . . .

)
,

which corresponds to the character of the identity operator. Similarly, order three differential equation

(
D3 + λ1E4(q)D + λ2E6(q)

)
χ(q) = 0,

has the solution specified above only for (apart from trivial case, which corresponds to Lee-Yang model)

c =
1

2
, λ1 = −

107

2304
, λ2 =

23

55296

c = −68
7
, λ1 = −

5

252
, λ2 =

85

74088

,

corresponding toM3,4 andM2,7 minimal models respectively.

35Note that the characters correspond to zero-weight modular forms, but corresponding to vector representations.
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Lecture 22: CFT on the torus II: free theories

Free Majorana fermions on the torus. We have seen in lecture 14 that fermions on the cylinder
satisfy either anti-periodic (NS) or periodic (R) boundary conditions36. Since on the torus the roles of
space z → z + 1 and time z → z + τ circles are permutable, one has mixed boundary conditions (spin
structures)

ψ(z + 1) = e2iπν1ψ(z), ψ(z + τ) = e2iπν2ψ(z),

where

ν = (ν1, ν2) : (0, 0)︸ ︷︷ ︸
R,R

,

(
0,

1

2

)

︸ ︷︷ ︸
R,NS

,

(
1

2
, 0

)

︸ ︷︷ ︸
NS,R

,

(
1

2
,
1

2

)

︸ ︷︷ ︸
NS,NS

.

Thus the functional integral splits into four distinct sectors. The same applies to antiholomorphic
fermion ψ̄(z̄).

It is a little bit tricky to implement boundary condition in time direction within Hamiltonian ap-
proach. One expects that multipoint correlation functions of ψ(z) in the sector ν have the form37

〈ψ(z1) . . . ψ(z2n)〉ντ =

2n∏

k=1

w
1
2
k Tr

(
qL0− 1

48ψ(w1) . . . ψ(w2n)
) ∣∣∣

Fν1

, e2πτ2 > |w1| > · · · > |w2n| > 1, (307)

where the trace is taken over F 1
2
= FNS, or F0 = FR fermionic Fock spaces ((210) and (218)). For

example in NS sector, one can rewrite the trace in (307) as

〈ψ(z1) . . . ψ(z2n)〉ντ =
∑

s

∑

r

q|s|−
1
48

∑

r2n

w−r2n〈0|ψsψ(z1) . . . ψ(z2n−1)ψ−r|0〉〈0|ψrψr2nψ−s|0〉, (308)

where we have inserted the complete set of states to isolate the fermion ψ(z2n). On the other hand
consider the correlation function

〈ψ(z1) . . . ψ(z2n + τ)〉ντ = −
2n∏

k=1

w
1
2
k Tr

(
qL0− 1

48ψ(w2nq
−1)ψ(w1) . . . ψ(w2n−1)

) ∣∣∣
Fν1

, (309)

where the − sign comes from anticommutativity property. One can expand (309) similarly to (308)

〈ψ(z1) . . . ψ(z2n + τ)〉ντ = −
∑

s

∑

r

q|s|−
1
48

∑

r2n

qr2nw−r2n〈0|ψsψr2nψ−r|0〉〈0|ψrψ(z1) . . . ψ(z2n−1)ψ−s|0〉.

(310)
We note that

〈0|ψsψr2nψ−r|0〉 6= 0 iff r2n = |r| − |s|,
and hence (310) is equivalent to (308) up to a sign, if one replaces r ↔ s. Finally we have

〈ψ(z1) . . . ψ(z2n + τ)〉ντ = −〈ψ(z1) . . . ψ(z2n)〉ντ ,
36On the plane NS fields are local with respect to fermionic current ψ(z) and R fields are semi-local. When mapped to

the cylinder this is translated to anti-periodic and periodic boundary conditions due to Jacobian of w−2iπz .
37We use here coordinates on the plane w instead of z, where w = e−2iπz.
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which is consistent with NS boundary conditions in the time direction, but not with R ones. In order
to resolve this paradox, one can notice that inserting the fermionic number operator under the trace

Tr
(
qL0− 1

48 . . .
)
→ Tr

(
qL0− 1

48 (−1)F . . .
)
,

does the job. Indeed comparing (310) and (308) with such an insertion, we find that l(s)− l(r) = ±1,
because otherwise the matrix element 〈0|ψsψr2nψ−r|0〉 vanishes. Finally, we have the definition

〈ψ(z1) . . . ψ(z2n)〉ντ =





∏2n
k=1w

1
2
k Tr

(
qL0− 1

48ψ(w1) . . . ψ(w2n)
) ∣∣∣

Fν1

for ν2 =
1
2
,

∏2n
k=1w

1
2
k Tr

(
qL0− 1

48 (−1)Fψ(w1) . . . ψ(w2n)
) ∣∣∣

Fν1

for ν2 = 0.
(311)

One can apply (311) to characters

χ0,0(q) = q
1
24

∞∏

k=0

(1− qk) = 0, χ0, 1
2
(q) = q

1
24

∞∏

k=0

(1 + qk)
(140)
= 2

√
θ2(τ)

2η(τ)
,

χ 1
2
,0(q) = q−

1
48

∞∏

k=0

(
1− qk+ 1

2

) (140)
=

√
θ3(τ)

η(τ)
, χ 1

2
, 1
2
(q) = q−

1
48

∞∏

k=0

(
1 + qk+

1
2

) (140)
=

√
θ4(τ)

η(τ)
.

Comparing to (256), one finds

χ 1
2
, 1
2
(q) = χ

(3,4)
1,1 (q) + χ

(3,4)
3,1 (q), χ 1

2
,0(q) = χ

(3,4)
1,1 (q)− χ(3,4)

3,1 (q), χ0, 1
2
(q) = 2χ

(3,4)
2,1 (q).

Considering one-point functions, one finds that the only non-vanishing one is

〈ψ〉0,0τ = q
1
24

∞∏

k=1

(
1 + qk

)
= η(τ)

In the following it will be convenient to define other theta-functions

Theta functions

Θ2(z|τ) def
=
∑

n∈Z
q

1
2(n+

1
2)

2

e2iπ(n+
1
2)z, Θ2(z|τ) = Θ1

(
z +

1

2

∣∣∣τ
)
,

Θ3(z|τ) def
=
∑

n∈Z
q

n2

2 e2iπnz, Θ3(z|τm, ) = q
1
8 eiπzΘ1

(
z +

1

2
+
τ

2

∣∣∣τ
)

Θ4(z|τ) def
=
∑

n∈Z
(−1)nq n2

2 e2iπnz, Θ3(z|τ) = −iq
1
8 eiπzΘ1

(
z +

τ

2

∣∣∣τ
)

i.e. other theta-functions play the same role as Θ1(z|q), but at half periods of the torus. They obey the
following period shift relations

Θ1(z + 1|τ) = −Θ1(z|τ) Θ1(z + τ |τ) = −q− 1
2 e−2iπzΘ1(z|τ),

Θ2(z + 1|τ) = −Θ2(z|q) Θ2(z + τ |τ) = q−
1
2 e−2iπzΘ2(z|τ),

Θ3(z + 1|τ) = Θ3(z|q) Θ3(z + τ |τ) = q−
1
2 e−2iπzΘ3(z|τ),

Θ4(z + 1|τ) = Θ4(z|q) Θ4(z + τ |τ) = −q− 1
2 e−2iπzΘ4(z|τ),
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and half-period shift relations

Θ1

(
z +

1

2

∣∣∣τ
)

= Θ2(z|τ) Θ1

(
z +

τ

2

∣∣∣τ
)
= iq−

1
8 e−iπzΘ4(z|τ),

Θ2

(
z +

1

2

∣∣∣τ
)

= −Θ1(z|q) Θ2

(
z +

τ

2

∣∣∣τ
)
= q−

1
8 e−iπzΘ3(z|τ),

Θ3

(
z +

1

2

∣∣∣τ
)

= Θ4(z|q) Θ3

(
z +

τ

2

∣∣∣τ
)
= q−

1
8 e−iπzΘ2(z|τ),

Θ4

(
z +

1

2

∣∣∣τ
)

= Θ3(z|q) Θ4

(
z +

τ

2

∣∣∣τ
)
= iq−

1
8 e−iπzΘ1(z|τ),

Correlation functions of Majorana fermion on the torus are computed exactly in the same way as
on the sphere, namely using Wick theorem. Basic ingredient of it is the two-point function in the given
sector (given spin structure)

Gν(z)
def
= 〈ψ(z)ψ(0)〉τ .

From its definition it follows that Gν(z) has to obey the following properties

1. Locally, it has a pole at z = 0 with residue 1

Gν(z) =
1

z
+ . . . at z → 0.

2. Quasi-periodicity condition

Gν(z + 1) = e2iπν1Gν(z), Gν(z + τ) = e2iπν2Gν(z).

One notices that the functions

℘ν(z)
def
=

Θν(z|τ)
Θ1(z|τ)

Θ′
1(0|τ)

Θν(0|τ)
,

satisfy the properties specified above with the identification

ν = 2→ ν =

(
0,

1

2

)
, ν = 3→ ν =

(
1

2
,
1

2

)
, ν = 4→ ν =

(
1

2
, 0

)
,
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Lecture 23: Verlinde formula

There is an amazing relation between the fusion rules and modular invariance discovered by Verlinde [14]
that we review here. We start with the notion of the Fusion algebra. To give an idea of what it is, we
consider minimal models. As we learned BPZ equations imply that if both (m,n) and (m′, n′) belong
to the Kac table the OPE has the form

Φm,nΦm′,n′ =
∑

(r,s)∈Kac

[Φr,s] .

But in general it is not automatically clear which (r, s) appear in the sum above. This information is
encoded by the fusion numbers. In general let φi be the basis of primary fields with the chiral OPE

φi(z)φj(w) =
∑

k

Ck
i,j(z − w)∆k−∆i−∆j (1 + . . . )

We define38

N k
ij =

{
0 if Ck

ij = 0,

1 if Ck
ij 6= 0.

Then the fusion algebra has the form
φi × φj = N k

ijφk.

The fusion number satisfy several useful identities. First, the product with the identity operator is
trivial φ1 × φj = φj and hence

N k
1j = δjk.

Second, the fusion algebra is by definition commutative and hence

N k
ij = N k

ji.

Third condition comes from the associativity of the OPE

φi × φj × φk =
φi ×N l

jkφl = Nm
il N l

jkφm

N l
ijφl × φk = N l

ijNm
lk φm.

Formally erasing φm we obtain
N l
kjNm

il = N l
ijNm

lk . (312)

We can rewrite (312) in a convenient way by introducing the matrices Ni as

(Ni)
k
j

def
= N k

ij.

Then (312) simply states the commutativity of these matrices

NiNk = NkNi.

38In general N k
ij might be large than 1. It corresponds to the situation where there are multiplicities in the OPE.

134



Consider the fusion algebra for minimal modelMp,q. We assume that p and q are large enough so
that all Φ1,1, Φ2,1 and Φ1,2 are present in the theory. Then the elementary fusion matrices corresponding
to these operators have the form

N(1,1),(m,n)
(m′,n′) = δm′,mδn′,n,

N(2,1),(m,n)
(m′,n′) = δn′,n (δm′,m+1 + δm′,m−1) , N(1,2),(m,n)

(m′,n′) = δm′,m (δn′,n+1 + δn′,n−1) ,

where the Kronecker symbols in the last two equations are expected to vanish at the border of the Kac
table. Namely,

δm′=0,m+1 = δm′=q,m+1 = δn′=0,n+1 = δn′=q,n+1 = · · · = 0.

The rest of the fusion matrices are generated polynomially from these. Namely, we set

X
def
= N(21), Y

def
= N(12).

Then we have the recurrence relation

N(1,1) = I, N(2,1) = X, N(m+1,1) = X ·N(m,1) − N(m−1,1), (313)

and similarly
N(1,1) = I, N(1,2) = Y, N(1,n+1) = Y · N(1,n) − N(1,n−1). (314)

We note that both (313) and (314) coincide with recurrence relations for Chebyshev polynomials of the
second kind39

U0(x) = 1, U1(x) = x, Um+1(x) = xUm(x)− Um−1(x).

Thus we can identify
N(m,1) = Um−1(X), N(1,n) = Un−1(Y).

The finiteness of the Kac table implies two constraints

Uq−1(X) = 0 and Up−1(Y) = 0.

It is easy to prove that
N(m,n) = Um−1(X)Un−1(Y). (316)

But we have another relation that follow from the symmetry of the Kac table

Φm,n = Φq−m,p−n =⇒ N(q−m,p−n) = N(m,n),

which according to (316) can be translated to Chebyshev polynomials as

Uq−m−1(X)Up−n−1(Y) = Um−1(X)Un−1(Y). (317)

39We remind that

Um(2 cos θ) =
sin(m+ 1)θ

sin θ
,

so that

U0(x) = 1, U1(x) = x, U2(x) = x2−1, U3(x) = x3−2x, U4(x) = x4−3x2+1, U5(x) = x5−4x3+3x . . . (315)
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In particular, taking m = 1 and n = p− 1 one finds

Uq−2(X) = Up−2(Y). (318)

It can be proven that (318) is sufficient for (317).
Summarizing, we have found that

N(m,1) = Um−1(X), N(1,n) = Un−1(Y), N(m,n) = Um−1(X)Un−1(Y),

where X and Y are constrained by three relations

Uq−1(X) = 0, Up−1(Y) = 0 and Uq−2(X)− Up−2(Y) = 0. (319)

These relations form an ideal of the polynomial ring C[X,Y].
Let us consider Lee-Yang series of minimal models M2,2p+1. In this case one has the condition

U1(Y) = 0 and thus one can just set Y = 0. The rest of the relations (319) in this case have the form

U2p(X) = 0, U2p−1(X) = 1.

Using the recursive relation (315) one finds

U2p−2(X) = U1(X), U2p−3(X) = U2(X), U2p−4(X) = U3(X) etc

Thus, as expected we have p linearly independent polynomials

U0(X), . . . , Up−1(X)

They can be realized by p× p matrices, all polynomially generate from

X =




0 1 0 0 0 . . . . . . 0 0
1 0 1 0 0 . . . . . . 0 0
0 0 1 0 1 . . . . . . 0 0
0 0 0 1 0 . . . . . . 0 0
. . . . . . . . . . . . . . . . . . . . . 0 0
. . . . . . . . . . . . . . . . . . 1 0 0
. . . . . . . . . . . . . . . 1 0 1 0
. . . . . . . . . . . . . . . 0 1 0 1
. . . . . . . . . . . . . . . 0 0 1 1




←−




Φ1,1

Φ2,1

Φ3,1

. . .

. . .

. . .
Φp−2,1

Φp−1,1

Φp,1




(320)

One might ask a question of diagonalization of the matrix (320)

S · X · S−1 = diag(λ1, λ2, . . . , λp).

The result is40

Sij =
2√

2p+ 1
(−1)i+j+1 sin

2πij

2p+ 1
, λk = −2 cos

2πk

2p+ 1
.

40Indeed, one has (for i = 1, . . . , p− 1)

Xi,jSj,k = Si−1,k + Si+1,k =
2√

2p+ 1
(−1)i+k

(
sin

2π(i− 1)k

2p+ 1
+ sin

2π(i+ 1)k

2p+ 1

)
=

=
2√

2p+ 1
(−1)i+k2 sin

2πik

2p+ 1
cos

2πk

2p+ 1
= −2 cos 2πk

2p+ 1
Si,k,
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Comparing to (264), one finds that S coincides with the modular S-matrix forM2,2p+1 model, while

λk =
Sk,12,1

Sk,11,1

.

This remarkable result are readily generalized for arbitraryMp,q. Namely,

S · Nm,n · S = diag(λ1, λ2, . . . , λ (p−1)(q−1)
2

), λk →
Sr,sm,n
Sr,s1,1

Often it is written in the following form (known as Verlinde formula [14])

N (m′,n′)
(r,s),(m,n) =

∑

i,j

Si,jr,sSi,jm,nSm
′,n′

i,j

Si,j1,1
.

In general the Verlinde formula is written as (where 1 corresponds to identity operator)41

N k
i,j =

∑

m

Si,mSj,mSm,k
S1,m

. (321)

We proceed to the proof (mainly following [15, 16]). For simplicity we assume that there are no multi-
plicities, i.e. N k

ij ≤ 1. Basic idea of Verlinde was to consider certain linear operators that act on the
characters. Namely, given that that the character χj can be obtained as the limit of the two-point block

i i

j

(z)

1

χj = limz→0 z
2∆i

we define the linear operators φi(a) and φi(b)
i i

j

(z + 1)

1

φi(a) · χj = C−1 limz→0 z
2∆i

and for i = p

Xp,jSj,k = Sp−1,k + Sp,k =
2√

2p+ 1
(−1)p+k

(
sin

2π(p− 1)k

2p+ 1
− sin

2πpk

2p+ 1

)
=

= − 2√
2p+ 1

(−1)p+k2 sin
πk

2p+ 1︸ ︷︷ ︸
(−1)k+1 sin 2πpk

2p+1

cos
2πk(2p− 1)

2p+ 1︸ ︷︷ ︸
(−1)k cos 2πk

2p+1

= −2 cos 2πk

2p+ 1
Sp,k.

41Sometimes you might find in the literature more general version of Verlinde formula (321)

N k
i,j =

∑

m

Si,mSj,mS̄m,k

S1,m
,

where bar corresponds to adjoint representation.
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by i i

j

(z − τ)
1

φi(b) · χj = C−1 limz→0 z
2∆i

where C is a certain normalization coefficient to be specified below.
First, we shall show that φi(a) acts diagonally. Indeed, from the monodromy properties of the toric

conformal blocks, namely from (297), we have

ii

i

i i

i

j jj

kk1

(z + 1)(z + 1) =
D∑
k=1

F
(
i i
j j

)−1

1,k

(297)
=

D∑
k=1

e2iπ(∆k−∆j)F
(
i i
j j

)−1

1,k
(z)

(322)

where D is the dimension of the conformal blocks and F
(
i l
j k

)
m,n

are the fusion coefficients for the

four-point conformal blocks on the sphere

i
i

jj kk

l
l

m
n=

∑
n

F
(
i l
j k

)
m,n

(323)

The conformal block in the r.h.s. of (322) can be rewritten back as a sum of t-channel conformal blocks
again using (323). Taking the limit z → 0, one finds42

φi(a) · χj = λ
(j)
i χj where λ

(j)
i = C−1

D∑

k=1

e2iπ(∆k−∆j)F

(
i i

j j

)−1

1,k

F

(
i i

j j

)

k,1

.

Second, we consider

ii

i

i i

i

j

jj k

k1

(z − τ)(z − τ) =
D∑
k=1

F
(
i i
j j

)−1

1,k

(294),(298)
=

D∑
k=1

F
(
i i
j j

)−1

1,k
(−z)

Rewriting the last conformal block again using (323), one finds

φi(b) · χj = N k
ij χk where N k

ij = C−1e2iπ∆iF

(
i i

j j

)−1

1,k

F

(
i i

k k

)

j,1

.

42If the theory is non-unitary, then the term z−2∆i is not the most singular one. In this case we just pick z−2∆i in the
OPE by definition.
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Finally, we fix C such that φi(b) · χ1 = χi. In order to do it, we note that

F

(
i i

1 1

)−1

1,k

= e−2iπ∆iδk,i,

which readily follows by noting that

i
i

11 11

i
i

i
1

= (1− w)−2∆i = (w − 1)−2∆i

Thus we have

C = F

(
i i

i i

)

1,1

.
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Lecture 24: CFT in curved space and Weyl anomaly

One way to define the stress-energy tensor is to place a system into a curved background. Then Tµν is
defined as a response to infinitesimal variation gµν → gµν + δgµν

δS =
1

4π

∫
δgµνT

µν √g d2x, (324)

and then computed in flat metric gµν = δµν . We remind that there are many ways to embed original
theory into background metric. This leads to intrinsic ambiguity in the definition of Tµν (see discussions
around (11)). In this lecture we will study CFT in generic curved background.

For coordinate transformation xµ → xµ + ǫµ(x) we have

δgµν = ∇µǫν +∇νǫµ, ∇µǫν = ∂µǫν − Γλµνǫλ,

where Γλµν is the Christoffel connection

Γλµν =
1

2
gλσ (∂µgνσ + ∂νgµσ − ∂σgµν) .

Under such variation (according to the definition (324)) we have

δǫS =
1

2π

∫
∇µǫνT

µν√g d2x = − 1

2π

∫
ǫν∇µT

µν√g d2x

and hence on-shell43 we find that the energy-momentum tensor satisfies the covariant continuity equation

∇µT
µν = 0. (325)

We note that (325) leads to the conservation law, only if the metric gµν admits isometries

∇µKν +∇νKµ = 0,

then we have

∇µ (T
µνKν) = 0 =⇒ ∇µ (T

µνKν) = ∂µ (T
µνKν) + Γλλµ (T

µνKν) =
1√
g
∂µ (T

µνKν
√
g) .

In QFT we take the identity

N∑

k=1

〈O1(x1) . . . δǫOk(xk) . . .ON (xN)〉 =
1

2π

∫
∇µǫν(x)〈T µν(x)O1(x1) . . .ON(xN)〉

√
g(x)d2x, (326)

which holds for any local fields Ok as definition of Tµν . Then standard argument shows that (325) holds
up to contact terms. More precisely, in (326) only vicinity of xk’s contribute to the integral over d2x,
which means that one can write a covariant form of local relation (45)

δǫO(x) =
1

2π

∫

Dx

∇µǫν(y)T
µν(y)O(x)√gd2y − 1

2π

∮

Cx
ǫν(y)

(
εµλT

λν(y)
√
g
)
O(x)dyµ.

43By on-shell we mean ”provided that equations of motion for matter (CFT) fields hold”. The metric here is considered
as an external field.
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Locally one can choose conformal complex coordinates (z, z̄)

ds2 = eσdzdz̄, gzz = gz̄z̄ = 0, gzz̄ = gz̄z =
1

2
eσ, gzz̄ = 2e−σ.

In these coordinates one has

Γzzz = ∂σ, Γz̄z̄z̄ = ∂̄σ, Rzz̄ = −∂∂̄σ =⇒ R = −4e−σ∂∂̄σ (327)

The conformal transformations are actually the same as in the flat space z → w(z)

eσ(z,z̄) =
∣∣∣dw
dz

∣∣∣
2

eσ(w,w̄), or σ(z, z̄) = σ(w, w̄)− log
∣∣∣dw
dz

∣∣∣
2

,

while the continuity equation (325) takes the form (∇µT
µν = ∂µT

µν + ΓµµλT
λν + ΓνµλT

µλ)

0 = ∇zT
zz̄ +∇z̄T

z̄z̄ = ∂T zz̄ + ∂̄T z̄z̄ + 2Γz̄z̄z̄T
z̄z̄ + ΓzzzT

zz̄,

and similar equation with z ↔ z̄. Using (327), one finds

e−2σ∂̄
(
e2σT z̄z̄

)
+ e−σ∂

(
eσT zz̄

)
= 0 =⇒ ∂̄Tzz + eσ∂

(
e−σTzz̄

)
= 0

In flat metric, conformal invariance is equivalent to vanishing of the trace of Tµν . This condition is
known to generalize in curved background to the so called conformal anomaly condition (in differential
form)

T µµ = αR. (328)

In conformal frame (328) reads

Tzz̄ = −α∂∂̄σ =⇒ ∂̄Tzz − α
(
−(∂∂̄σ)∂σ + ∂2∂̄σ

)
= 0,

but the second term is a total ∂̄ derivative, which implies

∂̄T = 0 where T
def
= Tzz −

α

2

(
−
(
∂σ
)2

+ 2∂2σ
)
. (329)

The object T is known as holomorphic stress-energy tensor. However, in view of (329) it is not

actually a tensor, but rather a pseudo-tensor. Indeed the additional term t = −
(
∂σ
)2

+ 2∂2σ in (329)
transforms as

t(z) =

(
dw

dz

)2

t(w)− 2{w, z} under conformal transformation z → w(z).

Since Tzz is a true tensor, the holomorphic object T (z) should transform anomalously as well

T (z) =

(
dw

dz

)2

T (w) + α{w, z}. (330)

It is natural to interpret T (z) as a holomorphic stress-energy tensor in flat metric. Then, comparing
(330) to (64), one finds

α = − c

12
=⇒ T µµ = − c

12
R. (331)
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Similarly to the stress-energy tensor, other fields in CFT can be dressed by the metric to invert them
into covariant objects. For example, having spinless primary field Φ∆(z, z̄) one can construct a scalar
field

Φ
(g)
∆ (z, z̄) = e−∆σ(z,z̄)Φ∆(z, z̄). (332)

Similarly a covariant extension of the descendant field L−1Φ∆(z, z̄) is

L−1Φ∆(z, z̄)→ ∂
(
e−∆σ(z,z̄)Φ∆(z, z̄)

)
.

It is instructive to derive integral form of the conformal (Weyl) anomaly (331). By definition (324)
the trace of Tµν describes the response to the variation of the conformal factor of the background metric
gµν → (1 + δσ)gµν

δS =
1

4π

∫
δσ T µµ

√
g d2x.

For partition function in CFT it gives the variation formula

δ logZ =
c

48π

∫
δσ R

√
g d2x. (333)

It will prove convenient to decompose the metric as

gµν(x) = eσ(x)ĝµν(x),

with some reference metric ĝµν(x) and use the transformation formula for the scalar curvature

√
gR =

√
ĝ
(
R̂−∆ĝσ

)
,

where ∆ĝ is the covariant Laplacian in reference metric ĝµν(x). Then the variation formula (333)
converts to

δ logZ =
c

48π

∫
δσ
(
R̂ −∆ĝσ

) √
ĝ d2x.

This equation can be easily integrated producing the integral form of the conformal anomaly equation

Z[eσĝ] = exp

[
c

48π

∫ √
ĝ

(
1

2
ĝµν∂µσ∂νσ + R̂σ

)]
Z[ĝ]. (334)

Similar analysis can recover σ dependence of correlation functions of covariant fields. In particular
for scalar fields (332) one has

〈Φ(g)
∆1
(z1, z̄1) . . .Φ

(g)
∆n

(z1, z̄1)〉 =
[

n∏

k=1

e−∆kσ(zk ,z̄k)

]
〈Φ(ĝ)

∆1
(z1, z̄1) . . .Φ

(ĝ)
∆n

(z1, z̄1)〉 (335)

Equations (334), (335) and similar equations for descendant fields allow to study CFT in curved back-
ground, since the metric dependence of correlation functions is universal.

Now we are going to derive the Weyl anomaly equation (334) for Gaussian theories. We will see that
while the action of those theories does not depend on a conformal class of the metric, the measure of
integration in the functional integral does. This dependence in the source of anomaly. Consider several
examples. For each of the examples below we provide also an invariant infinitesimal distance in the
space of fundamental fields
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� Free massless bosonic field. In conformal gauge the action does not depend on metric at all

S =
1

8π

∫ √
ggµν∂µϕ∂νϕd

2x
gµν=ρδµν

=
1

8π

∫
(∂µϕ)

2 d2x.

The invariant distance is

||δϕ||2 =
∫ √

g (δϕ)2 d2x

� Fermionic ghost system

Sghost =
1

4π

∫ √
gBµν∇µCνd2x, Bµν = Bνµ and Bµνg

µν = 0.

which is also a conformal field theory. Since Bµν is symmetric and traceless, we have only two
non-vanishing components Bzz and Bz̄z̄ and hence we have

Sghost =
1

4π

∫
(Bzz∇z̄C

z +Bz̄z̄∇zC
z̄) d2x =

1

2π

∫ (
B∂̄C + B̄∂C̄

)
d2x,

B = Bzz, B̄ = Bz̄z̄, C = Cz, C̄ = C z̄.

In the last equality we used the fact that the only non-zero Christoffel symbols in conformal
gauge are Γzzz and Γz̄z̄z̄ and hence they do not contribute to the action. The covariant infinitesimal
distances in the space of fields Bµν and Cµ have the form

||δB||2 =
∫ √

gδBµνδBαβg
µαgνβd2x =

∫
ρ−1δBδB̄d2x,

||δC||2 =
∫ √

gδCµδCνgµνd
2x =

∫
ρ2δCδC̄d2x,

� Dirac fermion has the covariant action (compare to (127))

S =
1

8π

∫
Ψ̄γµ∇µΨ

√
gd2x

where the gamma-matrices are ”covariantized” with the help of vielbein eaµe
a
ν = gµν

γµ
def
= eµaγ

a =⇒ {γµ, γν} = 2gµν ,

and covariant derivative involves spin-connection

∇µΨ = ∂µΨ−
1

2
ωabµ γabΨ, γab =

1

4
[γa, γb]

We consider generalized B − C system (compare to (127) and (141))

S =
1

4π

∫ (
B∂̄C + B̄∂C̄

)
d2x. (336)

The fields B and C can be either Grassmann numbers or not. This is not important at the moment. We
are working in the conformal gauge: gµν(z, z̄) = eσ(z,z̄)δµν and the conformal factor is already cancelled
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in (336) due to conformal invariance of the model. But it does not cancel in the measure in the path
integral and this this the reason for σ-dependence of the partition function called the conformal anomaly.

We note that the action (336) is invariant under the holomorphic change of coordinates z → w(z),
provided the the fields transform as j- and (1− j)-differentials

B →
(
dw

dz

)1−j
B, C →

(
dw

dz

)j
C, B̄ →

(
dw̄

dz̄

)1−j
B̄, C̄ →

(
dw̄

dz̄

)j
C̄,

where j is an arbitrary number. For example, it is 0 for β − γ system (141) and 1
2
for Dirac fermion

QFT (141). The measure in the path integral over the fundamental fields (B,C, B̄, C̄) should be defined
according to the invariant distance in the space of fields (here ρ = eσ)

||δB||2 =
∫
ρjδBδB̄d2x, ||δC||2 =

∫
ρ1−jδCδC̄d2x. (337)

In practice it is more convenient to redefine fundamental fields

B → ρ−jB, B̄ → B̄, C → C, C̄ → ρj−1C̄.

After this redefinition and integration by parts (here we treat our fields as bosons), the action and the
interval will have the form

S =
1

4π

∫ (
B(ρ−j ∂̄)C − C̄(ρj−1∂)B̄

)
d2x, ||δB||2 =

∫
δBδB̄d2x, ||δC||2 =

∫
δCδC̄d2x.

In other words, we just moved ρ dependence from the measure to the action. Then it is clear that the
partition function is equal to the inverse of the determinant

Z−1 = det(2ρ−j ∂̄) det(−2ρj−1∂) = det∆j ,∆−1 = −4ρ−2∂ρ∂̄.

where
∆j

def
= −4ρj−1∂ρ−j ∂̄.

First of all, we note that under the transformation

z → w(z), z̄ → w̄(z̄), ρ→ |w′|2ρ (338)

the operator ∆j transforms as follows

∆j → (w′)j∆j(w
′)−j ,

and hence the eigenfunctions transform as

Ψ(j)
n → (w′)jΨ(j)

n .

It means that the covariant metric on the eigenspace of the operator ∆j is (compare to (337))

(Ψ(j)
m ,Ψ(j)

n ) =

∫
ρ1−jΨ̄(j)

m Ψ(j)
n d2x.

It is easy to show that

(Ψ(j)
m ,∆jΨ

(j)
n ) = (DjΨ(j)

m ,DjΨ(j)
n ) where Dj = 2ρ−j∂̄,
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and hence ∆j has non-negative eigenvalues. In fact, having a zero eigenvalue is a subtlety. Formally,
any holomorphic function ǫ(z) is a zero mode of Dj, but we need only those which are normalizable.
Consider for example a sphere with Fubini-Studi metric

ds2 =
dzdz̄

(1 + |z|2)2 , =⇒ ρ =
1

(1 + |z|2)2 .

Then we must have ∫ |ǫ(z)|2d2x
(1 + |z|2)2(1−j) <∞.

For j = 0 only ǫ = const satisfies this bound. It corresponds to the zero mode of the bosonic field. We
can either throw it or compactify on a circle. In another case, which will be interesting to us, j = −1,
any quadratic function

ǫ(z) = a+ bz + cz2

is a zero mode of the operator ∆−1. They correspond to the global conformal transformations.

Our goal is to compute the determinant of the operator ∆j . Clearly the spectrum λ
(n)
j is unbounded

and hence the determinant is divergent and requires regularization. It is convenient to use the so called
proper time regularization44

log det∆j = −tr
∫ ∞

ǫ

dt

t

(
e−∆jt − e−t

)
= −

∫ ∞

ǫ

dt

t

∞∑

n=1

(
e−λ

(n)
j t − e−t

)
(339)

It is hard to compute (339) by it self, but it is relatively easy to compute its variation with respect to
Weyl transformations ρ→ ρ+ δρ

δ log det∆j =

∫ ∞

ǫ

tr
(
δ∆je

−∆jt
)
dt =

∫ ∞

ǫ

tr

(
(j − 1)

δρ

ρ
∆je

−∆jt − jρj−1∂ · ρj−1 δρ

ρ
e−∆jt

)
dt =

=

∫ ∞

ǫ

tr

(
(j − 1)

δρ

ρ
∆je

−∆jt + 4j
δρ

ρ
ρ−j ∂̄ · e−∆jt · ρj−1∂

)
dt =

=

∫ ∞

ǫ

tr

(
(j − 1)

δρ

ρ
∆je

−∆jt − j δρ
ρ
∆1−je

−∆1−jt

)
dt,

where in the second line we have used cyclic property of the trace and in the third an identity

AeBAtB = ABeABt with A = 2ρ−j ∂̄, B = 2ρj−1∂, AB = ∆1−j .

The integral can be explicitly taken and we arrive to

δ log det∆j = tr

[
δρ

ρ

(
(j − 1)e−∆jǫ − je−∆1−jǫ

)]
. (340)

44Here we use integral representation formula for logλ

logλ = −
∫ ∞

0

dt

t

(
e−λt − e−t

)
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It is convenient to study (340) in coordinate representation, i.e. we represent

e−∆jtf(x) =

∫
Kj(t|x,y)f(y)d2y.

Clearly Kj(t|x,y) satisfies heat equation
(
∂t +∆x

j

)
Kj(t|x,y) = 0 with Kj(0|x,y) = δ(2)(x− y).

In terms of this heat kernel the variation (340) takes the form

δ log det∆j =

∫
δρ(x)

ρ(x)

(
(j − 1)Kj(ǫ|x,x)− jK1−j(ǫ|x,x)

)
d2x.

For our purposes we need only the expansion of the diagonal part of the heat kernel Kj(ǫ|x,x). For
given x = (z0, z̄0) we perform global conformal transformation

z =
aw + b

cw + d
, ad− bc = 1

such that in w coordinate system the point z0 is mapped to 0 and moreover the following holds

ρ(0, 0) = 1, ∂ρ(0, 0) = 0, ∂̄ρ(0, 0) = 0. (341)

Then from (338) we find

b = z0ρ(0, 0)
1
4 , c =

∂ρ(0, 0)

2ρ(0, 0)
3
4

, d = ρ(0, 0)
1
4 .

Then we represent
∆j = −4∂∂̄ + V j(w, w̄)

and compute the kernel Kj(ǫ|x,x) by perturbation theory. The key observation is that since we are
interested only in first few terms at ǫ→ 0, only few orders are needed. Indeed, one can write

Kj = (∂t − 4∂∂̄ + V j)
−1 = (K−1 + Vj)

−1 = (1 +KVj)
−1K = K −KVjK + . . . (342)

where K is the Green function of ∂t − 4∂∂̄

K(t|z, z′) = 1

4πt
e−

|z−z′|2

4t .

In coordinate representation (342) can be rewritten as

Kj(ǫ|0, 0) = K(ǫ|0, 0)−
∫ ǫ

0

dt′
∫
d2z′K(ǫ− t′|0, z′)Vj(z′)K(t′|z′, 0) + . . . (343)

Since we are interested in small ǫ expansion, it is convenient to rescale all integrals in (343)

t→ ǫt, z → ǫ
1
2 z =⇒ K(t|z, z′)→ 1

ǫ
K(t|z, z′),

∫
dt

∫
d2z → ǫ2

∫
dt

∫
d2z. (344)
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From (344) it is clear that the integral of the k-th order in perturbation theory in (343) is proportional
to

ǫk−1 =
(ǫ2)

number of
∫

dt
∫

d2z

ǫnumber ofK
.

Thus if the operator V j is of order ǫ
0, as we will show in a moment, the non-vanishing contribution will

be given by zeroth and first order terms in (343). For V j(x) one has

V j(x) = 4∂∂̄ − 4ρj−1(x)∂ρ−j(x)∂̄ = 4(1− ρ−1(x))∂∂̄ + 4jρ−2(x)∂ρ∂̄ =

= −2∂µ∂νρ−1(0)xµxν∂∂̄ + 4j∂λ∂ρ(0)x
λ∂̄ + . . .

where in the last line we retained only the terms which are finite in the limit ǫ → 0 after rescaling
x→ ǫ

1
2x. Thus we can keep only first two terms in (343). We have (remember x = (z, z̄))

Kj(ǫ|0, 0) =
1

4πǫ
+

∫ 1

0

dt

∫
d2z

1

16π2t(1− t)e
− |z|2

4(1−t)
(
2∂µ∂νρ

−1(0)xµxν∂∂̄ − 4j∂λ∂ρ(0)x
λ∂̄
)
e−

|z|2

4t +O(ǫ)

(345)
The integral over the angle allows to replace xµxν = 1

2
x2δµν . Also in

xλ∂λ(∂ρ)∂̄e
− |z|2

4t =
(
z∂2ρ+ z̄∂∂̄ρ

)
∂̄e−

|z|2

4t = − 1

4t

(
z2∂2ρ+ zz̄∂∂̄ρ

)
e−

|z|2

4t

the integral of z2 drops out and for the integral in (345) we obtain

∂∂̄ρ(0)

∫ 1

0

dt

∫
e−

|z|2

4t(1−t)

16π2t(1− t)

(
j|z|2
t

+
|z|2
t
−
( |z|2

2t

)2
)
d2z =

=
∂∂̄ρ(0)

4π

∫ 1

0

(
4(j + 1)(1− t)− 8(1− t)2

)
dt =

(3j − 1)∂∂̄ρ(0)

6π

In our coordinate system (341) we have

ρ = eσ =⇒ ∂∂̄ρ(0) = ∂∂̄σ(0) = −e
σ

4
R

and thus we finally obtain the heat kernel expansion45

Kj(ǫ|x,x) =
eσ

4πǫ

[
1− (3j − 1)R

6
ǫ+ . . .

]
(346)

Summing up we have

δ log det∆j = −
1

4πǫ

∫
δσ
√
gd2x− 2(6j2 − 6j + 1)

48π

∫
δσR
√
gd2x,

which after integration over δσ gives

det∆j = exp

[
c

48π

∫ √
g

(
1

2
gµν∂µσ∂νσ +Rσ

)
d2x− 1

4πǫ

∫
eσ
√
ĝd2x

]
,

where
c = −2(6j2 − 6j + 1) (347)

∞∑

n=0

(n+ q) = − 1

12

(
6q2 − 6q + 1

)

45The coefficients in (346) are known as Seeley-DeWitt coefficients.
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Lecture 25: 2D quantum gravity, Liouville CFT

The defining property of the conformal field theory is its simple response to the Weyl rescaling of the
background metric, a conformal anomaly equation

Z[eσg] = exp

[
c

48π

∫ √
g

(
1

2
gµν∂µσ∂νσ +Rσ

)]
Z[g]. (348)

Now, let us assume that the metric gµν also fluctuates. Then it makes sense to consider entire partition
function

Z =

∫
[Dg]Z[g] exp

(
−Sgrav[g]

)
=

∫
[Dg][DΦ] exp

(
−S[Φ, g]− Sgrav[g]

)
, (349)

where Sgrav[g] is purely gravitational action. There are many gravitational actions one might consider.
We will take Sgrav[g] in the form

Sgrav[g] = Λc

∫ √
gd2x+

G

8π

∫
R
√
gd2x. (350)

The first term corresponds to cosmological constant term, while the second to Einstein-Hilbert action.
In two dimensions this term is a topological invariant

1

8π

∫
R
√
gd2x = 1− g,

where g is the genus of our surface. If we do not sum over the number of handles (as we actually do in
string theory), this term is a constant and can be dropped.

In computing the partition function (349) one faces the problem of over counting of degrees of
freedom. Indeed, the infinitesimal metric transformation

δgµν = ∇µǫν +∇νǫµ

can be compensated by the coordinate transformation

xµ → xµ + ǫµ.

It means that each field configuration in (349) is counted infinitely many times. In order to obtain a
finite result, one has to divide by the volume of the diffeomorphism group, that is to define smth like46

[Dg] = [Dgµν ]
[Dǫ] . (351)

Of course, this strange “ratio” of measures has to be properly defined. It is hard to define the
measure itself, but one can define what we mean by infinitesimal distance in the space of metrics and
vector fields. A natural covariant way to do it is

||δgµν ||2 =
∫ √

g
(
gµαgνβ + ξgµνgαβ

)
δgµνδgαβd

2x, ||ǫµ||2 =
∫ √

ggµνǫ
µǫνd2x,

46We also have to assume that any metric can be obtained from the fixed metric gµν by coordinate transformation and
Weyl rescaling. In general this is not the case and there is some finite dimensional space of moduli on which the reference
metric gµν may depend. We will not discuss this issue here and assume that there are no moduli as in the case of a sphere.
Then one can choose gµν = δµν for simplicity.
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where ξ > −1
2
is an arbitrary constant. Consider generic variation of the metric

δgµν = gµνδσ + (∇µǫν +∇µǫν − gµν∇ · ǫ) .

Then δσ and ǫµ variations got separated

||δgµν||2 =
∫ √

g
(
2(1 + 2ξ)(δσ)2 + gµαgνβΣ

µνΣαβ
)
d2x, where Σµν

def
= ∇µǫν +∇µǫν − gµν∇ · ǫ.

and hence we expect that the measure becomes the product47

[Dgµν ] = [Dσ] det(P̂ µν
λ )[Dǫ],

where P̂ µν
λ is the symmetric traceless differential operator

P̂ µν
λ = ∇µδνλ +∇νδµλ − gµν∇λ.

We see that if we divide by the ”volume” of the diffeomorphism group as in (351), one has

[Dg] = [Dσ] det(P̂ µν
λ ).

It is instructive to arrive to the same conclusion by the procedure known as Fadeev-Popov trick.
Namely, let us insert the identity under functional integral

1 = ∆FP(g)

∫
Dǫ δ ((gµν)ǫ − gµν) , (352)

where (gµν)ǫ is the metric transformed by diffeomorphism ǫ. Since we can always reduce the metric to
the form gµν = e−σδµν (fix the conformal gauge), the delta function in (352) has the form

δ ((gµν)ǫ − gµν) = δ((g12)ǫ)δ((g11)ǫ − (g22)ǫ) = δ(∇1ǫ2 +∇2ǫ1)δ(2∇1ǫ1 − 2∇2ǫ2).

Using the analogy with finite-dimensional integrals for which we have

∫ n∏

i=1

δ(Λijxj)d
nx =

1

| det Λ|

we have

δ ((gµν)ǫ − gµν) = 1

det P̂
δ(ǫ1)δ(ǫ2) =⇒ ∆FP(g) = det P̂ ,

where

P̂

(
ǫ1

ǫ2

)
=

(
∇1ǫ2 +∇2ǫ1

2∇1ǫ1 − 2∇2ǫ2

)
=⇒ P̂

(
ǫ2

2
ǫ1

ǫ1 − ǫ2

2

)
=

(
∇1ǫ2 −∇2ǫ1 ∇1ǫ2 +∇2ǫ1

∇1ǫ2 +∇2ǫ1 ∇2ǫ1 −∇1ǫ2

)

47In conformal frame ds2 = ρdzdz̄ one has

||δgµν ||2 =

∫ (
2ρ(1 + 2ξ)(δσ)2 + 2ρ2ǫz̄∆−1ǫ

z
)
d2x,

so that P̂µν
λ ∼∆−1.
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Now in the integral (349) one has

Z =

∫
[Dg][Dǫ]δ

(
(g12)ǫ

)
δ
(
(g11)ǫ − (g22)ǫ

)
∆FP(g)Z[g] exp

(
−Sgrav[g]

)
.

Since this path integral is still diff invariant, one can replace g → gǫ. Then the integral over gǫ localizes
to the support of δ functions and the volume of diff group factors out

Z =

∫
[Dǫ]

∫
[Dσ]∆FP(ĝ)Z[ĝ] exp(−Sgrav[ĝ]),

where ĝµν = eσδµν .

The Fadeev-Popov determinant det(P̂ µν
λ ) can be represented by the Gaussian integral over the an-

ticommuting fields Bµν and Cµ, where Bµν is symmetric and traceless

det(P̂ µν
λ ) =

∫
[DBµν ][DCµ]e−Sghost , Sghost =

1

4π

∫ √
gBµν∇µCνd2x. (353)

The ghost theory (353) is a conformal field theory. Since Bµν is symmetric and traceless, we have only
two non-vanishing components Bzz and Bz̄z̄ and hence we have

Sghost =
1

4π

∫
(Bzz∇z̄C

z +Bz̄z̄∇zC
z̄) d2x =

1

2π

∫ (
B∂̄C + B̄∂C̄

)
d2x,

B = Bzz, B̄ = Bz̄z̄, C = Cz, C̄ = C z̄.

In the last equality we used the fact that the only non-zero Christoffel symbols in conformal gauge are
Γzzz and Γz̄z̄z̄ and hence they do not contribute to the action. We see that the action does not depend
on a conformal factor σ and hence represents a conformal field theory. It’s behavior in the background
metric is controlled by the conformal anomaly equation (348). The covariant infinitesimal distances in
the space of fields Bµν and Cµ have the form

||δB||2 =
∫ √

gδBµνδBαβg
µαgνβd2x =

∫
ρ−1δBδB̄d2x,

||δC||2 =
∫ √

gδCµδCνgµνd
2x =

∫
ρ2δCδC̄d2x,

and hence, according to (347), this CFT has the central charge c = −26 which implies that

Zghost[e
σg] = exp

(
− 26

48π

∫ √
g

(
1

2
gµν∂µσ∂νσ +Rσ

)]
Zghost[g].

In (349) we have two CFT’s with central charges c and −26 which implies that

Z = ZCFT[g]Zghost[g]

∫
[Dσ] exp

[
c− 26

48π

∫ √
g

(
1

2
gµν∂µσ∂νσ + Λeσ +R[g]σ

)
d2x

]
. (354)

where Λ is some renormalization of the initial Λc in (350) which come from both anomalies for CFT
and ghost theory. We note that the measure [Dσ] in (354) is ancested from the measure for the metric
gµν and corresponds to the interval

||δσ||2 =
∫ √

geσ(δσ)2d2x.
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It is not translationally invariant σ → σ+C(x), but rather invariant under the combined transformation

σ → σ + C(x), gµν → e−C(x)gµν .

It is hard to work with such a measure and it is desirable to replace it with a linear one, i.e. the one
which is invariant under the shifts σ → σ + C(x). Of course, replacing the measure, we have to pay a
price and compute the Jacobian. Here we propose, following David, Distler and Kawai [17,18], that the
Jacobian is an exponent of a local action

Jac = exp

[
− 1

4π

∫ √
g

(
λ1
2
gµν∂µσ∂νσ + λ2e

σ + λ3R[g]σ

)
d2x

]
.

In general, one might expect that there will be more general potential term in this “effective” action
and different dilaton coupling, but as we will se below only this form is consistent with the reference
metric independence. If DDK conjecture is true, the Jacobian just renormalizes terms in the action. It
is convenient to change normalization of the field σ, such that the kinetic term will have the traditional
form. We will denote this rescaled field ϕ. It dynamics is described by the Liouville action

SL[ϕ, g] =
1

4π

∫ √
g
(
gµν∂µϕ∂νϕ+QRϕ + 4πµe2bϕ

)
d2x, (355)

where b, Q and µ are new constants related in an obvious way to the previous ones. For the partition
function one has

Z = ZCFT[g] · Zghost[g] · ZL[g] where ZL[g]
def
=

∫
[Dϕ]e−SL[ϕ]. (356)

It is important that in (356) the measure [Dϕ] is linear one.
The reference metric gµν in (356) is just an auxiliary metric, it can be chosen at will. In particular,

if we write
gµν = eΩ(x)hµν , (357)

our partition function should be independent of Ω(x). First two factors in (356) correspond to CFT’s
and transform in controllable way. It means that Liouville theory should be a conformal field theory
such that the total central charge vanishes

c+ cghost + cL = 0 or cL = 26− c. (358)

Let us study the question: under what conditions on the parameters b, Q and µ the Liouville theory is
a conformal one with the desirable central charge. Consider the Weyl rescaling (357). Let us set µ = 0
for the beginning. We have

SL[ϕ, e
Ωhµν ] =

1

4π

∫ √
h (hµν∂µϕ∂νϕ+Q(Rh −∆hΩ)ϕ) d

2x

In the last term we can transform by parts to obtain

SL[ϕ, e
Ωhµν ] =

1

4π

∫ √
h (hµν∂µϕ∂νϕ+QRhϕ+Qhµν∂µϕ∂νΩ) d

2x

Finally we note that in terms of the shifted field

ϕ̃ = ϕ+
Q

2
Ω (359)
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we have an equality

SL[ϕ, e
Ωhµν ] = SL[ϕ̃, hµν ]−

Q2

8π

∫ √
h

(
1

2
hµν∂µΩ∂νΩ +RhΩ

)
d2x

Moreover due to Weyl anomaly one has

[Dϕ]Ωh = [Dϕ]h exp
(

1

48π

∫ √
h

(
1

2
hµν∂µΩ∂νΩ +RhΩ

)
d2x

)

Altogether one has

ZL[e
Ωh] = ZL[h]

(
cL
48π

∫ √
h

(
1

2
hµν∂µΩ∂νΩ +RhΩ

)
d2x

)
where cL = 1 + 6Q2.

From the balance equation (358) one concludes that

Q2 =
25− c

6
.

All that has been obtained with the assumption that the cosmological term

µ

∫ √
ge2bϕd2x. (360)

is absent in the action (355). There are three sources of Ω dependence of this term. First the metric
term

√
g, second the shift (359) and third an anomalous dimension of the exponential field e2bϕ

[e2bϕ]eΩh = eb
2Ω[e2bϕ]h (361)

Combining all this, we find that the cosmological term (360) is background independent provided that

Q = b+
1

b
.

We note that in order to have real b one has Q ≥ 2 and hence c ≤ 1.
Few comments on (361) are needed. If hµν = δµν and Ω is a constant, the exponential field e2bϕ

acquires anomalous dimension due to summing up an infinite series of tadpole diagrams (see (102) and
(105)). Formula (361) is a generalization of this phenomenon in a curved background. It goes as follows.
Consider Liouville action (355) without cosmological term. The path integral diverges because of the
zero mode of the field ϕ. We might fix the value of the zero mode ϕ0 by demanding that

∫
ϕR
√
gd2x = −4

∫
ϕ∂∂̄σd2x = 0.

Equivalently, we define the field

ϕ̃
def
= ϕ− ϕ0 where ϕ0 =

1

8π

∫
ϕR
√
gd2x

The Green function of the field ϕ is not well defined due to zero mode issue, but formally it is the same
as in flat space. Indeed, by definition G(x,y) = 〈ϕ(x)ϕ(y)〉

−ρ−1(x)∆G(x,y) = ρ−1(x)δ(2)(x− y) =⇒ G(x,y) = −1
2
log |x− y|2 + const (362)
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which implies after tuning the constant term in (362) that

〈ϕ̃(x)ϕ̃(y)〉 = −1
2
log |x− y|2 − 1

4
log
(
ρ(x)ρ(y)

)
.

Then similarly to (105) one has

e2αϕ̃(x) = e2α
2〈ϕ̃(x)ϕ̃(x)〉 : e2αϕ̃(x) :=

[
r20ρ(x)

]−α2

: e2αϕ̃(x) :,

which suggests to define primary field

Ṽα(x)
def
=
[
r20ρ(x)

]α2

e2αϕ̃(x).

In Liouville CFT we define total primary field, including the zero mode

Vα(x)
def
=
[
r20ρ(x)

]α2

e2αϕ0e2αϕ̃(x) = e2αϕ0 Ṽα(x)

We are interested in multipoint correlation functions of primary fields Vα(x)

〈Vα1(z1, z̄1) . . . VαN
(zN , z̄N )〉 def=

∫
[Dϕ]e−SL[ϕ,g]Vα1(z1, z̄1) . . . VαN

(zN , z̄N). (363)

According to the discussions above (363) depends of the metric in universal way

〈Vα1(z1, z̄1) . . . VαN
(zN , z̄N)〉eσδµν =

N∏

k=1

e−∆(αk)σ(zk ,z̄k)〈Vα1(z1, z̄1) . . . VαN
(zN , z̄N)〉δµν . (364)

Now, assume that the measure [Dϕ] satisfies

[Dϕ] = dϕ0[Dϕ̃],

then the integral over the zero mode ϕ0 in (363) can be easily taken, provided that
∑
αk > Q

∫ ∞

−∞
e2
(
∑

αk−Q
)
ϕ0−µe2bϕ0

∫

Ṽb
√
gd2xdϕ0 =

Γ(s)

2b

(
µ

∫
Ṽb
√
gd2x

)−s
where s =

∑
αk −Q
b

.

Then we have from (363)

〈Vα1(z1, z̄1) . . . VαN
(zN , z̄N)〉 =

Γ(s)

2b
〈Ṽα1(z1, z̄1) . . . ṼαN

(zN , z̄N)
(
µ

∫
Ṽb
√
gd2x

)−s〉0, (365)

where in the right hand side we have free-field average. As a simple consequence of (365) we get
Knizhnik-Polyakov-Zamolodchikov formula

µb〈Vα1(z1, z̄1) . . . VαN
(zN , z̄N)

∫
Vb
√
gd2x〉 =

(∑
αk −Q

)
〈Vα1(z1, z̄1) . . . VαN

(zN , z̄N)〉,

so that insertion of the field
∫
Vb
√
gd2x does not change considerably the correlation function.
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We note that the threshold
∑
αk = Q corresponds to trivial singularity of the Γ function, while the

free field correlation function in the r.h.s. of (365) is well defined for s < 0 as well. We will interpret
(365) as (according to (364) we take gµν = δµν)

Res 〈Vα1(ξ1, ξ̄1) . . . VαN
(ξN , ξ̄N)〉

∣∣∣
∑

αk+nb=Q

def
= µnGn(ξ1, . . . , ξN),

where

Gn(ξ1, . . . , ξN) =
(−1)n
n!

∏

i<j

|ξi − ξj |−4αiαj

∫ ∏

k,l

|zk − ξl|−4bαl

∏

i<j

|zi − zj |−4b2d2z1 . . . d
2zn. (366)

We note here an important point, on which we have not comment so far. In Liouville CFT Vα is a
primary field with conformal dimension

∆(α) = α(Q− α).

Since this is a quadratic equation, it implies that there two solutions for given conformal dimension. In
our formal study of CFT we always assume that there is exactly one primary field of a given conformal
dimension. If Liouville CFT is consistent with this requirement, the following relation must hold

VQ−α = R(α)Vα,

where R(α) is some constant called the reflection coefficient, which must obey

R(α)R(Q− α) = 1.

Probs:

1.
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Lecture 26: Liouville CFT
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Lecture 27: Coulomb integrals I: three-point function

Consider the integral Gn(ξ1, . . . , ξN) given by (366). From its definition it is obvious that it satisfies

Gn(ξ1, . . . , ξN) =
N∏

k=1

|cξk + d|−4∆(αk) Gn
(
aξ1 + b

cξ1 + d
, . . . ,

aξN + b

cξN + d

)
.

This property allows one to set any three points to 0, 1 and ∞.
Basically, up to a factor, one has to compute the integral (here Ak = −2bαk, g = −b2)

Gn(A1, . . . , AN |ξ1, . . . , ξN) def
=

1

n!

∫ n∏

k=1

N∏

l=1

|zk − ξl|2Al

∏

i<j

|zi − zj |4gd2z1 . . . d2zn,

N∑

k=1

Ak = −2− 2(n− 1)g.

(367)

The last condition is equivalent to screening condition
∑
αk + nb = Q. In particular it guaranties that

the integrand in non-singular at zk →∞. The integral in (367) converges at least in the domain

Ak > −1, 0 < g <
N − 2

2(n− 1)
(368)

In the following, we will always assume that the parameters Ak and g belong to (368).
Let us start with the basic integral

I(A,B)
def
=

∫

R2

|z|2A|z − 1|2Bd2x = lim
ξ→∞
|ξ|−2C

∫

R2

|z|2A|z− 1|2B|z− ξ|2Cd2x, A+B +C = −2. (369)

The integral in (369) converges provided that

A > −1, B > −1, C > −1 (or A +B < −1)

In order to compute (369) we perform a counterclockwise Wick rotation and introduce new variables

y = −ite2iǫ, u = x+ t, v = x− t.

Here ǫ is an infinitesimal positive number. Then the integral takes the form

I(A,B) = − i
2

∞∫

−∞

∞∫

−∞

(
u+ iǫ(u− v)

)A(
u− 1 + iǫ(u− v)

)B(
v − iǫ(u− v)

)A(
v − 1− iǫ(u− v)

)B
dudv

The ǫ dependence of the integral I(A,B) prescribes proper deformation of the contour. It is convenient
to divide the domain of integration over u into three intervals: (−∞, 0), (0, 1) and (1,∞). Then the
contour of integration C over variable v looks like
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u ∈ (−∞, 0) u ∈ (0, 1) u ∈ (1,∞)

000 111

We see that for u ∈ (−∞, 0) and for u ∈ (1,∞) the contour C can be shrinked to zero, while for
u ∈ (0, 1) it can be transformed to the integral

(1− e−2iπB)

∞∫

1

vA(v − 1)Bdv = (1− e−2iπB)

1∫

0

τ−2−A−B(1− τ)Bdτ.

Altogether one has

I(A,B) =

∫ 1

0

uA(u− 1)Bdu(1− e−2iπB)

∫ 1

0

τ−2−A−B(1− τ)Bdτ =

= π
γ(1 + A)γ(1 +B)

γ(2 + A +B)
= πγ(1 + A)γ(1 +B)γ(1 + C), where γ(x)

def
=

Γ(x)

Γ(1− x) .

We computed
∫
|z − ξ1|2A1 |z − ξ2|2A2d2z = π

γ(1 + A1)γ(1 + A2)

γ(2 + A1 + A2)
|ξ1 − ξ2|2+2A1+2A2 . (370)

But we will need also a multidimensional generalization of this relation

∫ n∏

i=1

n+1∏

j=1

|zi − ξj|2AjDn(z) d2z1 . . . d2zn = πnn!
γ(1 + A1) . . . γ(1 + An+1)

γ(1 + n + A1 + · · ·+ An+1)

∏

i<j

|ξi − ξj|2+2Ai+2Aj , (371)

where
Dn(z) =

∏

i<j

|zi − zj |2.

The identity can be proven by simple change of variables

ρj =

∏n
i=1(ξj − zi)∏
i 6=j(ξj − ξi)

, j = 1, . . . , n+ 1.

We note that
∑
ρj = 1. It can be proven by noting that

n+1∑

j=1

ρj =
1

2πi

∮

C
R(t)dt, where R(t)

def
=

∏n
i=1(t− zi)∏n+1
j=1 (t− ξj)

=

n+1∑

j=1

ρj
t− ξj

+ reg,

and C surrounds all the points ξj in the counterclockwise direction. On the other side the contour C can
be closed to infinity where the function R(t) has a residue −1. The Jacobian of this transformation is

d2ρ1 . . . d
2ρn = Jac d2z1 . . . d

2zn, Jac =
Dn(z)
Dn+1(ξ)

,
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where we used Cauchy determinant formula (135). Hence we have

∫ n∏

i=1

n+1∏

j=1

|zi−ξj |2AjDn(z) d2z1 . . . d2zn = n!
∏

i<j

|ξi−ξj|2+2Ai+2Aj

∫ n∏

j=1

|ρj |2Aj

∣∣∣
∑

ρj − 1
∣∣∣
2An+1

d2ρ1 . . . d
2ρn.

We note an additional n! factor in the r.h.s. It reflects the fact that the map (z1, . . . , zn)→ (ρ1, . . . , ρn)
is not bijective since ρj ’s are symmetric functions of zi’s. Thus if (z1, . . . , zn) span Cn, (ρ1, . . . , ρn) do it
n! times. The formula (371) follows by repetitive application of (370).

Now we consider the three-point correlation function integral

In(A,B|g) def
=

1

n!

∫
· · ·
∫ n∏

k=1

|zk|2A|zk − 1|2B
∏

i<j

|zi − zj |4gd2z1 . . . d2zn,

where A = −2bα1, B = −2bα2 and g = −b2. We note that according to (371) one can represent

∏

i<j

|zi − zj |4g =
1

(n− 1)!
Dn(z)

γ(ng)

πn−1γ(g)n

∫ ∏

i,j

|ti − zj |−2+2gDn−1(t) d
2t1 . . . d

2tn−1.

Then the integral over (z1, . . . , zn) can be taken with the help of (371)

∫ n∏

k=1

|zk|2A|zk − 1|2B
n−1∏

l=1

|zk − tl|−2+2gDn(z)d2z1 . . . d2zn =

=
πnn! γ(1 + A)γ(1 +B)γn−1(g)

γ(2 + A +B + (n− 1)g)

n−1∏

k=1

|tk|2(A+g)|tk − 1|2(B+g)
∏

i<j

|ti − tj |4g−2.

Thus we obtained the recursion

In(A,B|g) =
πγ(ng)

γ(g)

γ(1 + A)γ(1 +B)

γ(2 + A+B + (n− 1)g)
In−1(A + g, B + g|g) (372)

The reduction is solved by

In(A,B|g) =
n∏

k=1

πγ(kg)

γ(g)

γ
(
1 + A+ (k − 1)g

)
γ
(
1 +B + (k − 1)g

)

γ
(
2 + A+B + (n+ k − 2)g

) .

We note that our basic integral identity (371) can written in a more symmetric form

∫ n∏

i=1

n+2∏

j=1

|zi − ξj|2AjDn(z) d2z1 . . . d2zn = πnn!
n+2∏

k=1

γ(1 + Ak)
∏

i<j

|ξi − ξj|2+2Ai+2Aj ,
n+2∑

k=1

Ak = −n− 1.

(373)
In fact the condition

∑n+2
k=1 Ak = −n − 1 is a reminiscent of a screening condition and is equivalent to

the condition that ∞ is a regular point. The relation (371) follows from (373) in the limit ξn+2 → ∞,
but it can be shown also explicitly. It is instructive to compute the three-point function using this new
relation. It is in fact equally the same as was done before. We compute

Gn(A1, A2, A3|ξ1, ξ2, ξ3) =
1

n!

∫ n∏

k=1

|zk − ξ1|2A1|zk − ξ2|2A3|zk − ξ3|2A3
∏

i<j

|zi − zj |4gd2z1 . . . d2zn,
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where, as always, A1 + A2 + A3 = −2 − 2(n− 1)g. We will use (373) only. First, we choose one point,
say ξ3, and represent

n∏

k=1

|zk − ξ3|−2(n−1)g
∏

i<j

|zi − zj |−2+4g =
γ(ng)

(n− 1)!πn−1γ(g)n
×

×
∫ n−1∏

k=1

|tk − ξ3|−2ng

n∏

j=1

|tk − zj|−2+2gDn−1(t) d
2t1 . . . d

2tn−1.

Then the integral over z’s can be taken (one can check that the conditions of applicability of (373) hold)

1

n!

∫ n∏

k=1

|zk − ξ1|2A1 |zk − ξ2|2A2 |zk − ξ3|2(A3+(n−1)g)
n−1∏

j=1

|zk − tj |−2+2gDn(z) d2z1 . . . d2zn =

= πnγ(1 + A1)γ(1 + A2)γ(1 + A3 + (n− 1)g)γn−1(g)×
× |ξ1 − ξ2|2+2A1+2A2 |ξ1 − ξ3|2+2A1+2A3+2(n−1)g |ξ2 − ξ3|2+2A2+2A3+2(n−1)g×

×
n−1∏

k=1

|tk − ξ1|2(A1+g)|tk − ξ2|2(A2+g)|tk − ξ3|2(A3+ng)
∏

i<j

|ti − tj|−2+4g

Hence we have

Gn(A1, A2, A3|ξ1, ξ2, ξ3) =
πγ(ng)

γ(g)
γ(1 + A1)γ(1 + A2)γ(1 + A3 + (n− 1)g)×

×|ξ1− ξ2|2+2A1+2A2 |ξ1− ξ3|2+2A1+2A3+2(n−1)g |ξ2− ξ3|2+2A2+2A3+2(n−1)gGn−1(A1+ g, A2+ g, A3|ξ1, ξ2, ξ3)

The coordinate dependence of three-point correlation function of primary fields is completely fixed
by the conformal symmetry

〈Vα1(ξ1, ξ̄1)Vα1(ξ2, ξ̄2)Vα3(ξ3, ξ̄3)〉 = C(α1, α2, α3)
∏

i<j

|zi − zj|−2∆ij ,

where ∆12 = ∆1 +∆2 −∆3. For the constant C(α1, α2, α3) the recursion relation (372) takes the form

C

(
α1 +

b

2
, α2 +

b

2
, α3

)
= −γ(−b

2)

πµ

γ(2bα1)γ(2bα2)

γ
(
b(α1 + α2 + α3 −Q)

)
γ
(
b(α1 + α2 − α3)

)C (α1, α2, α3) . (374)

This relation holds only “on-shell”, i.e. provided that
∑
αk + nb = Q , but we pretend that it actually

holds “of-shell” as well. It is more convenient to rewrite (374) as

C (α1 + b, α2, α3) ∼ C

(
α1 +

b

2
, α2 −

b

2
, α3

)
∼ C

(
α1 +

b

2
, α2, α3 +

b

2

)
∼ C (α1, α2, α3) .

Collecting all factors coming from (374), we find

C (α1 + b, α2, α3)

C(α1, α2, α3)
=

1

πµb2γ(b2)

γ(2bα1)γ(2bα1 + b2)γ
(
b(α3 + α2 − α1)− b2

)

γ
(
b(α1 + α2 − α3)

)
γ
(
b(α1 + α3 − α2)

)
γ
(
b(α1 + α2 + α3 −Q)

) (375)
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Actually, we already saw the relation (375) (see (186)) before when we studied the fusion properties
of the 4-point correlation function with Φ1,2, Φ2,1 insertions which correspond to the fields V− b

2
and V− 1

2b

in Liouville CFT. Comparing (186) and (375) we note that that they coincide after identifying

Cα1+b

− b
2
,α1+

b
2

Cα1

− b
2
,α1+

b
2

=
1

πµb2γ(b2)

γ(2bα1 + b2)

γ(2bα1 − 1)

We note that conformal invariance dictates also dual relation

C (α1 + b−1, α2, α3)

C(α1, α2, α3)
=

1

πµ̃b−2γ(b−2)

γ(2b−1α1)γ(2b
−1α1 + b−2)γ

(
b−1(α3 + α2 − α1)− b−2

)

γ
(
b−1(α1 + α2 − α3)

)
γ
(
b−1(α1 + α3 − α2)

)
γ
(
b−1(α1 + α2 + α3 −Q)

) .
(376)

Now, we are ready to formulate the celebrated DOZZ formula [19, 20]

C(α1, α2, α3) =
[
πµγ(b2)b2−2b2

]Q−α
b Υ′(0)

∏3
k=1Υ(2αk)

Υ(α−Q)∏3
k=1Υ(α− 2αk)

, where α = α1 + α2 + α3. (377)

One can easily check that this formula satisfies shift relations (186) and (376) with

πµ̃γ(b−2) =
(
πµγ(b2)

) 1
b2 .

In fact, shift relations define (377) up to the product of normalization factors

N (α1)N (α2)N (α3).
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Lecture 28: DOZZ formula
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Lecture 29: Coulomb integrals II: four-point function

Let us start with generalization of our integral identities (371) and (373). First of all, we give a simple
intuitive meaning of the integral formula (373). Namely, suppose we have an N−point correlation
function in Liouville CFT

〈Vα1(ξ1, ξ̄1) . . . VαN
(ξN , ξ̄N)〉 =

N∏

k=1

R(αk)〈VQ−α1(ξ1, ξ̄1) . . . VQ−αN
(ξN , ξ̄N)〉,

where we used that Vα = R(α)VQ−α. Suppose, that we have two screening conditions which hold
simultaneously ∑

αk + nb = Q,
∑

(Q− αk) +mb = Q.

In this case we have

Gn(α1, . . . , αN |ξ1, . . . , ξN) =
N∏

k=1

R(αk)Gm(Q− α1, . . . , Q− αN |ξ1, . . . , ξN), (378)

where

Gn(α1, . . . , αN |ξ1, . . . , ξN) =
(−µ)n
n!

∏

i<j

|ξi − ξj|−4αiαj

∫ ∏

k,l

|zk − ξl|−4bαl

∏

i<j

|zi − zj|−4b2d2z1 . . . d
2zn,

and R(α) is the reflection coefficient

R(α) =
(πµγ(b2))

(2α−Q)
b

b2
γ(2bα− b2)

γ(2− 2b−1α + b−2)
.

The validity of both conditions requires that

(m+ n)b+ (N − 2)Q = 0.

One can easily check that (373) corresponds to (378) for m = 0 and48

b =
i√
2

or c = −2.

Actually (378) predicts the following more general identity generalizing (373)

1

πnn!

∫ n∏

i=1

n+m+2∏

j=1

|ui − ξj |2AjDn(u) d2u1 . . . d2un =

n+m+2∏

k=1

γ(1 + Ak)
∏

i<j

|ξi − ξj|2+2Ai+2Aj×

× 1

πmm!

∫ m∏

i=1

n+m+2∏

j=1

|vi − ξj|−2−2AjDm(v) d2v1 . . . d2vm,
n+m+2∑

k=1

Ak = −n− 1. (379)

48In principle, it is not clear why the case of b2 = − 1
2 is so special and might be more integral identities generalizing

(373). This is unknown so far. There is interesting case corresponding to unitary minimal models, or b2 = − r
r+1 .
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or in simplified form (with ξn+m+2 →∞)

1

πnn!

∫ n∏

i=1

n+m+1∏

j=1

|ui − ξj |2AjDn(u) d2u1 . . . d2un =

∏n+m+2
k=1 γ(1 + Ak)

γ(1 + n +
∑
Aj)

∏

i<j

|ξi − ξj|2+2Ai+2Aj×

× 1

πmm!

∫ m∏

i=1

n+m+1∏

j=1

|vi − ξj|−2−2AjDm(v) d2v1 . . . d2vn.

Let us prove (379). Consider the integral on the left in (379) and introduce

ρj =

∏n
i=1(ξj − ui)∏
i 6=j(ξj − ξi)

, j = 1, . . . , n+m+ 2.

Among n+m+ 2 variables ρj there are m+ 2 linear relations. They can be found by noticing that the
rational function

U(t) =

∏n
i=1(t− ui)∏n+m+2

j=1 (t− ξj)
=

n+m+2∑

j=1

ρj
t− ξj

behaves as U(t) =
1

tm+2
at t→∞.

This behavior implies that the variables ρj obey

n+m+2∑

j=1

ρjξ
k
j = 0 for k = 0, . . . , m,

n+m+2∑

j=1

ρjξ
m+1
j = 1.

The measure has the form

Dn(u) d2u1 . . . d2un = n!
n+m+2∏

i<j=1

|ξi − ξj|2
(

m∏

k=0

δ(2)
(∑

ρjξ
k
j

))
δ(2)
(∑

ρjξ
m+1
j − 1

)
d2ρ1 . . . d

2ρn+m+2.

Then up to a factor

π−n
∏

i<j

|ξi − ξj|2+2Ai+2Aj (380)

the integral in the l.h.s. of (379) has the form

∫ n+m+2∏

j=1

|ρj |2Aj

(
m∏

k=0

δ(2)
(∑

ρjξ
k
j

))
δ(2)
(∑

ρjξ
m+1
j − 1

)
d2ρ1 . . . d

2ρn+m+2 =

=
1

(2π)2(m+2)

∫ n+m+2∏

j=1

|ρj|2Aj

(
m+1∏

k=0

e
i

(
pk

∑
ρjξ

k
j +c.c.

)
2

)
e−

i(pm+1+p̄m+1)

2 d2ρ1 . . . d
2ρn+m+2 d

2p0 . . . d
2pm+1

Integrals over ρj can be taken using
∫
|x|2Ae ip·x

2 d2x = πγ(1 + A) |p|−2−2A.

We find

(369) =
πm+n+2

(2π)2(m+2)

n+m+2∏

j=1

γ(1 + Aj)

∫ n+m+2∏

j=1

∣∣∣2
m+1∑

k=0

pkξ
k
j

∣∣∣
−2−2Aj

e−
i(pm+1+p̄m+1)

2 d2p0 . . . d
2pm+1 (381)
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It is convenient to rescale
pk → pkpm for k 6= m.

Then we find that the integral over d2pm is just the δ function with the support on pm+1 = 0. It implies

(381) = πn−m
n+m+2∏

j=1

γ(1 + Aj)

∫ n+m+2∏

j=1

∣∣∣
m−1∑

k=0

pkξ
k
j + ξmj

∣∣∣
−2−2Aj

d2p0 . . . d
2pm−1 =

=
πn−m

m!

n+m+2∏

j=1

γ(1 + Aj)

∫ m∏

i=1

n+m+2∏

j=1

|vi − ξj|−2−2AjDm(v) d2v1 . . . d2vm, (382)

where

xm +
m−1∑

k=0

pkx
k def
=

m∏

i=1

(x− vi).

Remembering the factor (380) we’ve left on the road, one finds that (382) implies (379).
Now we study the four-point correlation function with one Φ1,2 degenerate field

〈V− b
2
(z, z̄)Vα1(0)Vα2(∞)Vα3(1)〉.

On-shell this four-point function is proportional to the Coulomb integral

J(n)(A,B|z) =
∫ n∏

k=1

|tk|2A|tk − 1|2B|tk − z|−2g
∏

i<j

|ti − tj |4gd2t1 . . . d2tn,

where

A = −2bα1, B = −2bα2, α1 + α2 + α3 −
b

2
+ nb = Q.

As usual, we represent (for simplicity we will skip all factors)

∏

i<j

|ti − tj |4g ∼ Dn(t)
∫ ∏

i,j

|τi − tj|−2+2gDn−1(τ ) d
2τ1 . . . d

2τn−1.

Compared to the 3-point case, the integral over t can not be taken, but rather gives one-dimensional
integral (note that the interaction of τj with z does not appear)

∫ n∏

k=1

|tk|2A|tk − 1|2B|tk − z|−2g
∏

j

|tk − τj |−2+2gDn(τ)d2t1 . . . d2tn ∼

∼ |z|2(1+A−g)|z − 1|2(1+B−g)
∏

j

|τj |2(A+g)|τj − 1|2(B+g)D2g−1(t)×

×
∫
|ξ|−2−2A|ξ − 1|−2−2B|ξ − z|−2+2g

∏

j

|ξ − τj |−2gd2ξ. (383)

From (383) we obtain a recursion

J(n)(A,B|z) ∼ |z|2(1+A−g)|z−1|2(1+B−g)
∫
|ξ|−2−2A|ξ−1|−2−2B|ξ−z|−2+2gJ(n−1)(A+g, B+g|ξ)d2ξ. (384)
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Repeating (384) again

J(n)(A,B|z) ∼ |z|2(1+A−g)|z − 1|2(1+B−g)×

×
∫
|ξ − z|−2+2g|ν|−2−2A−2g|ν − 1|−2−2B−2g|ν − ξ|−2+2gJ(n−2)(A+ 2g, B + 2g|ν)d2ξd2ν,

and taking the integral over ξ, we get

J(n)(A,B|z) ∼ |z|2(1+A−g)|z−1|2(1+B−g)
∫
|ν|−2−2A−2g|ν−1|−2−2B−2g|ν−z|−2+4gJ(n−2)(A+2g, B+2g|ν)d2ν.

Repeating this arbitrary number of times, we get

J(n)(A,B|z) ∼ |z|2(1+A−g)|z − 1|2(1+B−g)×

×
∫
|ν|−2−2A−2(k−1)g|ν − 1|−2−2B−2(k−1)g |ν − z|−2+2kgJ(n−k)(A+ kg, B + kg|ν)d2ν.

In particular, for k = n one has

J(n)(A,B|z) ∼ |z|2(1+A−g)|z − 1|2(1+B−g)
∫
|ν|−2−2A−2(n−1)g|ν − 1|−2−2B−2(n−1)g |ν − z|−2+2ngd2ν =

=

∫
|ξ|2A+2(n−1)g|ξ − 1|2B+2(n−1)g|ξ − z|−2ngd2ξ. (385)

In the last line we used (371). We see that the number of screening fields in this formula is just a
parameter. As usual, we suppose that (385) holds “off-shell”, i.e.

〈V− b
2
(z, z̄)Vα1(0)Vα2(∞)Vα3(1)〉 = Ω(α1, α2, α3) |z|2bα1 |z − 1|2bα3

∫
|ξ|2α|ξ − 1|2β|ξ − z|2γd2ξ, (386)

with

α = b

(
α2 + α3 − α1 −Q +

b

2

)
, β = b

(
α1 + α2 − α3 −Q+

b

2

)
, γ = b

(
Q+

b

2
− α1 − α2 − α3

)
.

The constant Ω(α1, α2, α3) can be easily found by considering the limit z → 0

Ω(α1, α2, α3) = (−πµ)
[
πµγ(b2)b2−2b2

]Q−α−b/2
b ×

× Υ′(− b
2

)
Υ(2α1)Υ(2α2)Υ(2α3)

Υ
(
α1 + α2 + α3 −Q− b

2

)
Υ
(
α1 + α2 − α3 − b

2

)
Υ
(
α1 + α3 − α2 − b

2

)
Υ
(
α2 + α3 − α1 − b

2

) .

The expression (386) has to be compared to the one we’ve obtained before (here A and B are different
from those above)

〈V− b
2
(z, z̄)Vα1(0)Vα2(∞)Vα3(1)〉 = C

α1− b
2

− b
2
,α1
C
(
α1 −

b

2
, α, α3

)
|F+(z)|2 + C

α1+
b
2

− b
2
,α1
C
(
α1 +

b

2
, α, α3

)
|F−(z)|2,

(387)
where

F+(z) = zbα1(1− z)bα3F (A,B,C|z),
F−(z) = zb(Q−α1)(1− z)bα3F (1 +B − C, 1 + A− C, 2− C|z),
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and

A =
1

2
+ b(α1 + α3 −Q) + b

(
α2 −

Q

2

)
, B =

1

2
+ b(α1 + α3 −Q)− b

(
α2 −

Q

2

)
,

C = 1 + b (2α1 −Q) .
The function F (A,B,C|z) in (387) is the hypergeometric function. One of possible integral representa-
tions for F (A,B,C|z) involves contour integral from 0 to 1

F (A,B,C|z) = Γ(C)

Γ(B)Γ(C − B)

∫ 1

0

tB−1(1− t)C−B−1(1− zt)−Adt

In order to relate these two representation, we perform Wick rotation in the integral

I(α, β, γ|z) =
∫
|ξ|2α|ξ − 1|2β|ξ − z|2γd2ξ (388)

and obtain

I(α, β, γ|z) = − i
2

∞∫

−∞

∞∫

−∞

(
(u+ iǫ(u− v))(v − iǫ(u− v))

)α(
(u− 1 + iǫ(u − v))(v − 1− iǫ(u− v))

)β·

·
(
(u− z + iǫ(u− v))(v − z̄ − iǫ(u− v))

)γ
dudv (389)

Now, suppose for simplicity that z is a real number z ∈ (0, 1). We divide the domain of integration over
u into four intervals: (−∞, 0), (0, z), (z, 1) and (1,∞). Then the contour of integration C over variable
v looks like

u ∈ (−∞, 0) u ∈ (0, z)

u ∈ (z, 1) u ∈ (1,∞)

0

00

0 zz

zz

11

11

We see that only the domains (0, z) and (z, 1) contribute.
It is convenient to define

I1(z) =

∫ 0

−∞
f(x|z)dx, I2(z) =

∫ z

0

f(x|z)dx, I3 =

∫ 1

z

f(x|z)dx, I4 =

∫ ∞

1

f(x|z)dx,

f(x|z) = |x|α|x− 1|β|x− z|γ

There are two linear dependences between the functions Ik(z), which follow from contractibility of the
contours
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PSfrag

00 zz 1 1

We have
I1(z) + e−iπαI2(z) + e−iπ(α+γ)I3(z) + e−iπ(α+β+γ)I4(z) = 0,

I1(z) + eiπαI2(z) + eiπ(α+γ)I3(z) + eiπ(α+β+γ)I4(z) = 0.

It is convenient to take as independent functions (compare to (387))

I2(z) = zb(Q−2α1)F (1 +B − C, 1 + A− C, 2− C|z) and I4(z) = F (A,B,C|z).

This functions (conformal blocks) have diagonal monodromy around 0. Then I1(z) and I3(z) are ex-
pressed as

I1(z) = −
sin πγ

sin π(α + γ)
I2(z) +

sin πβ

sin π(α+ γ)
I4(z),

I3(z) = −
sin πα

sin π(α + γ)
I2(z)−

sin π(α + β + γ)

sin π(α+ γ)
I4(z).

(390)

For non-contractible contours in (389) we have

0

0 z

z

1

1
= eiπ(α+β+γ)

(
I1(z) + eiπαI2(z) + eiπ(α−γ)I3(z) + eiπ(α−γ−β)I4(z)

)
,

= eiπ(α+β+γ)
(
I1(z) + eiπαI2(z) + eiπ(α+γ)I3(z) + eiπ(α+γ−β)I4(z)

)
,

where we fixed the phase of the integrand over v to be eiπ(α+β+γ) in the interval (−∞, 0). The phase
over u should be e−iπ(α+β+γ) in the same interval, since our two-dimensional integral I(α, β, γ|z) is real.
Then we have

I(α, β, γ|z) = e−iπαI2(z)
(
I1(z) + eiπαI2(z) + eiπ(α−γ)I3(z) + eiπ(α−γ−β)I4(z)

)
+

+ e−iπ(α+γ)I3(z)
(
I1(z) + eiπαI2(z) + eiπ(α+γ)I3(z) + eiπ(α+γ−β)I4(z)

)
, (391)

where the phases e−iπα and e−iπ(α+γ) are easily read off (389). Substituting (390) into (391), one finds

I(α, β, γ|z) = sin πα sin πγ

sin π(α+ γ)

∣∣I2(z)
∣∣2 + sin πβ sin π(α+ β + γ)

sin π(α+ γ)

∣∣I4(z)
∣∣2

We note that this expression is real and single-valued at z = 0. Equivalently, it can be rewritten in
terms of functions

I1(z) = F (A,B, 1 + A+B − C|1− z), I3(z) = (1− z)b(Q−2α3)F (C − A,C −B, 1C − A− B|1− z)

with diagonal monodromy around z = 1:

I(α, β, γ|z) = sin πα sin π(α+ β + γ)

sin π(α+ γ)

∣∣I1(z)
∣∣2 + sin πβ sin πγ

sin π(α + γ)

∣∣I3(z)
∣∣2,
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and hence this integral is single-valued at z = 1 (and automatically at z =∞).
The fact that the integral I(α, β, γ|z) is single-valued on a sphere with three punctures was clear from

the beginning, since its form (388) is ultimately single-valued. From the other side, we have obtained
the same result from the “bootstrap” equations

C
α1− b

2

− b
2
,α1

C
α1+

b
2

− b
2
,α1

C
(
α1 − b

2
, α, α3

)

C
(
α1 +

b
2
, α, α3

) =
γ(A)γ(B)γ(C − A)γ(C −B)

γ(C)γ(C − 1)
.

Thus we confirmed both methods.
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Lecture 30: Coulomb integrals III: screening fields

We have seen that Coulomb integrals for correlation functions can be decomposed into sum of products
of contour integrals. This expansion is similar to the expansion into the sum over the conformal blocks.
Thus if we are interested in holomorphic objects, we can consider holomorphic bosonic field49

ϕ(z)ϕ(w) = −1
2
log(z − w) + . . .

Let us rephrase what we have done in last lectures, but ih holomorphic language. We are interested
in multipoint correlation functions of holomorphic vertex operators Vα =: e2αϕ(z) :

〈Vα1(z1) . . . VαN
(zn)〉

∣∣∣
∑

αk=Q
= eiω

∏

i<j

(zi − zj)−2αiαj .

Here ω is some phase which is related to kinematics. In particular, if |z1| < |z2| < . . . then ω = 1. The
balance of the charge can be changed by the screening charges

S± def
=

1

2πi

∮
e2b

±1ϕ(z)dz. (392)

The vertex operators e2b
±1ϕ(z) are special ones, because they have conformal dimension 1 under the

improved stress-energy tensor
T = −(∂ϕ)2 +Q∂2ϕ.

We have

T (ξ)e2b
±1ϕ(z) =

e2b
±1ϕ(z)

(ξ − z)2 +
∂e2b

±1ϕ(z)

ξ − z + · · · = ∂

∂z

(
e2b

±1ϕ(z)

ξ − z

)
+ · · · =⇒

∮

Cξ
e2b

±1ϕ(z)T (ξ)dz = 0.

The meaning of this formula is that the stress-energy tensor does not feel the screening charges. They
role is to change the charge condition.

The problem with the definition (392) is that the contour of integration should be closed. It is not
really trivial task to find such contours. Consider the following example

〈Vα1(z1) . . . VαN
(zn)V+〉

∣∣∣
∑

αk+b=Q
=
eiω

2πi

∮ ∏

i<j

(zi − zj)−2αiαj

∏
(z − zi)−2bαidz. (393)

The integrand in (393) is a mutli-valued function. The basis in closed contours consists of Poghammer
contours. Namely, fix two points zi and zj . Then the Poghammer contour Pi,j has the form

zi zj

49Note that here we use different normalization of the bosonic field compared to the one used before.
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Lecture 31: Classical CFT I: correlation functions

Classical regime of CFT corresponds to the limit c→∞. Though the details of this limit may depend on
a CFT under consideration, kinematical quantities, like the conformal blocks, admit universal behavior.
We consider c→∞ limit of Liouville CFT

S[ϕ, ĝµν ] =
1

4π

∫ √
ĝ
(
ĝµν∂µϕ∂νϕ+QR̂ϕ+ 4πµe2bϕ

)
d2x, Q = b+

1

b
.

Since c = 1+6Q2, the limit c→∞ can be archived at either b→ 0 or b→∞. We can rescale ϕ = b−1σ,
µ = π−1b−2Λ. Then in the limit ~ = b2 → 0 the path integral is dominated by the stationary points of
the classical action defined by

S[ϕ, ĝµν ] =
1

b2
(
Scl[σ, ĝµν ] +O(b2)

)
, Scl[σ, ĝµν ] =

1

4π

∫ √
ĝ
(
ĝµν∂µσ∂νσ + R̂σ + 4Λe2σ

)
d2x.

The Euler-Lagrange equation for the classical action Scl[σ, ĝµν ] has the form

−∆ĝσ(x) +
1

2
R̂(x) + 4Λe2σ(x) = 0. (394)

Using
√
gR =

√
ĝ(R̂− 2∆ĝσ), where gµν = e2σ ĝµν , one has

1

2
R(x) + 4Λ = 0. (395)

So, the Liouville equation is just the statement that the metric gµν = e2σĝµν has a constant curvature.
Let us take ĝµν = δµν . It can be done at least locally. In complex coordinates (394) reads

∂∂̄σ = Λe2σ. (396)

This equation, known as Liouville equation, being non-linear, is in fact exactly solvable. First, one
notice that

t = −(∂σ)2 + ∂2σ and t̄ = −(∂̄σ)2 + ∂̄2σ, (397)

are holomorphic and antiholomorphic functions respectively, i.e. t = t(z), t̄ = t̄(z̄) provided that σ is
on-shell. In fact, (t, t̄) are nothing else but the components of the stress-energy tensor. This fact is a
manifestation of the conformal invariance of Liouville equation

z → w(z), z̄ → w̄(z̄), σ → σ − 1

2
log
∣∣∣dw
dz

∣∣∣
2

Important role plays e−σ which is the classical counterpart of the degenerate field V− 1
2b

(Φ1,2 field). It
satisfies two differential equations

(∂2 + t(z))e−σ = 0,

(∂̄2 + t̄(z̄))e−σ = 0.
(398)

In a similar way one can show that e−2σ, a classical version of Φ1,3, satisfies
(
∂3 + 4t(z)∂ + 2t′(z)

)
e−2σ = 0,(

∂̄3 + 4t̄(z̄)∂̄ + 2t̄′(z̄)
)
e−2σ = 0,
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etc.
Equations (397) and (398) can be used to solve Liouville equation. Namely, let Ψ(z, z̄) be a solution

to the system
(∂2 + t(z))Ψ(z, z̄) = 0,

(∂̄2 + t̄(z̄))Ψ(z, z̄) = 0,
(399)

where t(z) and t̄(z̄) are some holomorphic and antiholomorphic functions complex conjugated to each
other (this is ansested from their definition (397) through the Lioiuville field σ). Then, let ψ1(z) and
ψ2(z) be two linearly independent solutions to the holomorphic equation (399), normalized by the
condition

W(ψ1, ψ2) = ψ1∂ψ2 − ψ2∂ψ1 = ψ2
1∂

(
ψ2

ψ1

)
= 1, (400)

and let ψ̄1(z̄), ψ̄2(z̄) be their complex conjugates. Then one can check that the combination

σ(z, z̄) = − log
(
Λijψi(z)ψ̄j(z̄)

)
(401)

is a solution to Liouville equation (396) provided that

detΛ = −Λ. (402)

Indeed, let χ̄i = Λijψ̄j , then we have

∂̄∂ (− log (ψ1χ̄1 + ψ2χ̄2)) = ∂̄∂

(
− log

(
1 +

ψ2

ψ1

χ̄2

χ̄1

))
= ∂̄

( − 1
ψ2
1

χ̄2

χ̄1

1 + ψ2

ψ1

χ̄2

χ̄1

)
= − detΛ

(ψ1χ̄1 + ψ2χ̄2)
2 ,

where we used

∂

(
ψ2

ψ1

)
=
ψ1∂ψ2 − ψ2∂ψ1

ψ2
1

=
1

ψ2
1

, ∂̄

(
χ̄2

χ̄1

)
=
χ̄1∂̄χ̄2 − χ̄2∂̄χ̄1

χ̄2
1

=
detΛ

χ̄2
1

.

Formally (401) provides a solution, but one has to impose further constraints. First of all σ(z, z̄)
should be real. It can be archived by demanding that Λ is a Hermitian matrix Λ = Λ+. More important
thing is to ensure that σ(z, z̄) is single valued. As we will see below this is a complicated task to perform.
The basis of solutions (ψ1(z), ψ2(z)) normalized by the condition (400) is not a distinguished one. It
can be rotated by some SL(2,C) transformation to the basis in which the matrix Λ takes a canonical
form. In the condition (402) only the sign of Λ matters50, the rest can be absorbed by the constant
shift of σ(z, z̄). Since the sign of Λ corresponds to the sign of the curvature according to (395), one
distinguishes two cases

Positive curvature: Λ =

(
1 0
0 1

)
,

Negative curvature: Λ =

(
1 0
0 −1

)
.

Now, suppose that there is a non-contractible loop C such that the solution acquires a monordomy
around it (again we assume that t(z) is a single-valued function)

ψi →M ijψj, ψ̄i →M ∗
ijψ̄j .

50We note that in our case Λ > 0 as required by the path integral to converge at large ϕ.
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As we demand that the solution (401) is single-valued, we must have

M+ΛM = Λ.

Therefore the monodromy matrix M should belong to the real subgroup of SL(2,C): either SU(2) for
positive curvature, or SU(1, 1) ∼ SL(2,R) for negative one. If there are more non-contractible loops,
this condition should hold for all of them.

Now, let us study elementary solution to Liouville equation corresponding to the case

t = 0 =⇒ ψ1(z) = 1, ψ2(z) = z.

Then for positive curvature one has the solution

σ(z, z̄) = − log(1 + |z|2) =⇒ ds2 = e2σdzdz̄ =
4dzdz̄

(1 + |z|2)2 ,

which is Fubini-Study metric on the round sphere . Namely, we take the sphere t2 + ξξ̄ = 1 embedded
in the flat space with the Euclidean metric ds2 = dt2 + dξdξ̄ and introduce stereographic coordinate z
as shown on the picture

z

that is

z =
ξ

1− t .

Similarly, for negative curvature one has

σ(z, z̄) = − log(1− |z|2) =⇒ ds2 = e2σdzdz̄ =
4dzdz̄

(1− |z|2)2 , (403)

which is the metric of Poincare disk (Euclidean AdS2). It can be realized as an embedding of a two-fold
hyperboloid ξξ̄ = t2 − 1 into Minkowski space with the metric ds2 = −dt2 + dξdξ̄.

Now, let us turn to the classical limit of multipoint correlation functions in Liouville QFT

〈Vα1(z1, z̄1) . . . Vαn(zn, z̄n)〉 =
∫
e−S

n∏

k=1

e2αkϕ(zk,z̄k)[Dϕ].

We consider the case of all “heavy” operators, i.e.

αk =
ηk
b
.
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These insertions are of the same order as the action and hence they modify the equations of motion

√
ĝ

(
−∆ĝσ(x) +

1

2
R̂(x) + 4Λe2σ(x)

)
= 4π

n∑

k=1

ηkδ
(2)(z − zk),

or in terms of the metric gµν = e2σ ĝµν

√
g

(
1

2
R(x) + 4Λ

)
= 4π

n∑

k=1

ηkδ
(2)(z − zk). (404)

Let us study the behavior of solutions to (399) around singular points. Sometimes it is more conve-
nient to use the parameter p, instead of η

η
def
=

1

2
+ ip,

where p plays the role of classical momentum

α =
Q

2
+ iP → η =

1

2
+ ip.

One distinguishes three different regimes

1. Elliptic: p ∈ Im, or η ∈ Re

2. Hyperbolic: p ∈ Re

Equation (404) describes the metric of constant negative curvature −8Λ with the prescribed sin-
gularities at the points (z1, . . . , zn). Integrating this equation over the sphere and using Gauss-Bonnet
theorem we get the equality

4Λ

∫ √
gd2x = 4π

(
n∑

k=1

ηk − 1

)
Λ>0
=⇒

n∑

k=1

ηk > 1. (405)

This inequality is related with the convergence condition for the path integral at large negative values
of ϕ.

Consider the case of the flat background metric. One has

∂∂̄σ = Λe2σ − π
n∑

k=1

ηkδ
(2)(z − zk),

or equivalently using ∂∂̄ log |z|2 = πδ(2)(z)

∂∂̄σ = Λe2σ,

σ = −ηk log |z − zk|2 +O(1) at z → zk,

σ = − log |z|2 + . . . .

(406)
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The last condition ensures that the metric is regular at ∞51

ds2 = e2σdzdz̄ =
dzdz̄

|z|4 at z →∞.

We also demand that the metric is integrable at the punctures. From

ds2 =
dzdz̄

|z − zk|4ηk
at z → zk,

we have

ηk <
1

2
. (407)

There is Picard theorem which says that there exist a unique smooth solution to the Liouville
equation with prescribed singularities (406) with additional conditions (405) and (407). It follows from
(406) that the holomorphic function t(z) for this problem has the form

t(z) =
n∑

k=1

(
δk

(z − zk)2
+

ck
(z − zk)

)
, where δk = ηk(1− ηk). (408)

The parameters ck, called the accessory parameters, are subject to three linear relations following from
the asymptotic condition

σ = − log |z|2 + · · · =⇒ t(z) ∼ 1

z4
at z →∞.

Namely,
n∑

k=1

ck = 0,
n∑

k=1

(ckzk + δk) = 0,
n∑

k=1

(
ckz

2
k + 2δkzk

)
= 0.

Other parameters ck are chosen by Picard theorem to be some functions

ck = ck(ηj , zj, z̄j),

such that the monodromy matrices around elementary cycles belong to the real subgroup of SL(2,C)

Mk ∈ SU(1, 1).

The solution, up to a constant factor, is given in terms of the ratio of two solutions f = ψ1/ψ2 to
holomorphic differential equation (399)

ds2 =
|f ′|2dzdz̄
(1− |f |2)2 =

dfdf̄

(1− |f |2)2 . (409)

Formula (409) states what is called uniformization theorem, giving the metric of constant negative
curvature on a sphere with punctures as a pull-back of the standard metric (403) on Poincaré disk.

51We note that the ”flat” metric ds2 = dzdz̄ has the curvature δ−bumped at infinity

ds2 = dzdz̄ =

{
z =

1

w

}
=
dwdw̄

|w|4 =⇒ √
gR = −4∂∂̄(−2 log |w|2) = 8πδ(2)(w).
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The solution of Liouville equation with conical singularities (406) is equivalent to the problem of
tuning the accessory parameters ck in such a way that the monodromy of the corresponding differential
equation around each non-contractible loop belongs to SU(1, 1). Since the problem (406) admits a
unique solution, it implies that there is a unique choice of functions ck = ck(η, z, z̄) which satisfy this
condition. Polyakov made an observation (unpublished), that these functions are derivatives of the
classical action

ck = −
∂Scl

∂zk
, (410)

where the classical action has to be formally understood as

Scl =
1

4π

∫ ((
∂µσ
)2

+ 4Λe2σ
)
d2x− 2

n∑

k=1

ηkσ(zk, z̄k) (411)

The relation (410) has very simple intuitive meaning from CFT point of view. Consider correlation
function of heavy operators Vαk

, αk = b−1ηk with one degenerate light operator V− b
2
. According to

general quasiclassical arguments it must behave at b→ 0 as

Ψ(z, z̄)
def
= 〈V− b

2
(z, z̄)Vb−1η1(z1, z̄1) . . . Vb−1ηn(zn, z̄n)〉 = e−σ(z,z̄)e−

1
b2
Scl
(
1 +O(b2)

)
at b→ 0.

The field V− b
2
is the degenerate one and hence the correlation function Ψ(z, z̄) satisfies partial differential

equation (
∂2z + b2

n∑

k=1

(
∆k

(z − zk)2
+

∂k
z − zk

))
Ψ(z, z̄) = 0 (412)

The conformal dimensions scale as ∆k = b−2δk and hence (412) degenerates in the limit b→ 0 to
(
∂2z +

n∑

k=1

(
δk

(z − zk)2
+

ck
z − zk

))
ψ(z, z̄) = 0, (413)

where ck are given by (410).
This fact formally explains Polyakov’s conjecture. We note, however, that the expression (411) is ill-

defined due to logarithmic singularities of the solution (406). Moreover, it diverges not only at z → zk,
but also at z → ∞. In order to regularize it, we consider the theory on the domain X which is a disk
of large radius L = 1/ǫ without small disks of radii ǫk centred around each singular point zk. We define
the regularized action as

Scl =
1

4π

∫

X

((
∂µσ
)2

+ 4Λe2σ
)
d2x+

1

4π
R(ǫk, ǫ, σ) +K(ǫk, ǫ),

R(ǫk, ǫ, σ) = −2i
n∑

k=1

ηk

∮

|z−zk|=ǫk
σ(z, z̄)

(
dz̄

z̄ − z̄k
− dz

z − zk

)
+ 2i

∮

|z|= 1
ǫ

σ(z, z̄)

(
dz̄

z̄
− dz

z

)
,

K(ǫk, ǫ) = −
n∑

k=1

η2k log ǫ
2
k − log ǫ2

(414)

This is a typical action on a manifold with boundary

S =

∫

D

L(ϕ, ∂µϕ)d2x+

∫

∂D

Kλ(ϕ)dx
λ.
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It’s variation is

δS =

∫

D

(
∂L
∂ϕ

δϕ+
∂L

∂(∂µϕ)
∂µδϕ

)
d2x+

∫

∂D

(
∂Kν

∂ϕ
δϕ

)
dxν =

=

∫

D

(
∂L
∂ϕ
− ∂µ

∂L
∂(∂µϕ)

)
δϕ d2x+

∫

∂D

(
∂Kν

∂ϕ
+ ǫµν

∂L
∂(∂µϕ)

)
δϕ dxν . (415)

In the last line we used the Green theorem
∫

D
∂µA

µd2x =

∮

∂D
εµνA

µdxν = i

∮

∂D
(Azdz − Az̄dz̄) ,

From (415) we get the equations of motion

(
∂L
∂ϕ
− ∂µ

∂L
∂(∂µϕ)

) ∣∣∣∣∣
D

= 0,

(
∂Kν

∂ϕ
+ ǫµν

∂L
∂(∂µϕ)

) ∣∣∣∣∣
∂D

= 0.

Applied to our case (414), we find that the Liouville equation in the bulk is supplemented with the
boundary conditions

(
∂σ +

ηk
z − zk

) ∣∣∣∣∣
|z−zk|=ǫk

=

(
∂̄σ +

ηk
z̄ − z̄k

)∣∣∣∣∣
|z−zk|=ǫk

= 0,

(
∂σ +

1

z

) ∣∣∣∣∣
|z|= 1

ǫ

=

(
∂̄σ +

1

z̄

) ∣∣∣∣∣
|z|= 1

ǫ

= 0,

which are equivalent to the asymptotic conditions in (406) in the limit ǫk → 0, ǫ → 0. The constant
K(ǫk, ǫ) has been chosen to make the action finite in the limit ǫk → 0 (and similar at ǫ→ 0). There are
two sources of divergences. One from the kinetic term

1

4π

∫

X
4∂σ∂̄σd2x =

η2k
π

∫
d2x

|z − zk|2
+ · · · = −η2k log ǫ2k + . . .

and another from the boundary term

−iηk
2π

∮

|z−zk|=ǫk
σ(z, z̄)

(
dz̄

z̄ − z̄k
− dz

z − zk

)
= 2η2k log ǫ

2
k + . . .

Adding these two together with the counterterm we get a finite result.
It is convenient to specify the subleading terms in the singular expansion

σ(z, z̄) = −η2k log |z − zk|2 + σ̂k + . . . at z → zk,

σ(z, z̄) = − log |z|2 + σ̂∞ + . . . at z →∞.

Then in the limit ǫk → 0, ǫ→ 0 one can write (note that the sign changes in front of the counterterm)

Scl =
1

4π

∫

X

((
∂µσ

)2
+ 4Λe2σ

)
d2x− 2

n∑

k=1

ηkσ̂k + 2σ̂∞ −K(ǫk, ǫ).

Using this formula it is easy to prove the following relation

∂Scl

∂ηk
= −2σ̂k, (416)
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which holds on-shell. Indeed, taking the derivative of the bulk part, one has

1

4π

∫

X

(
2∂µσ∂µ

(
∂σ

∂ηk

)
+ 8Λe2σ

(
∂σ

∂ηk

))
d2x =

1

2π

∫

X
∂µ

(
∂µσ

(
∂σ

∂ηk

))
d2x =

=
i

2π

(
n∑

l=1

∮

|z−zl|=ǫl

(
∂σ

∂ηk

)(
∂σdz − ∂̄σdz̄

)
−
∮

|z|= 1
ǫ

(
∂σ

∂ηk

)(
∂σdz − ∂̄σdz̄

)
)

=

= 2

n∑

l=1

ηl
∂σ̂l
∂ηk
− 2

∂σ̂∞
∂ηk

− 2ηk log ǫ
2
k.

Combining with the derivative of

−2
n∑

l=1

ηlσ̂l + 2σ̂∞ −K(ǫk, ǫ),

one finds that first, the divergent terms are cancelled, and second that (416) holds.
We note that (416) implies that the form

dScl = −2
n∑

k=1

σ̂kdηk (417)

can be integrated giving Scl up to a constant term independent on ηk. To fix this ambiguity we note
that the classical Liouville action can be explicitly evaluated for

∑
k ηk = 1

Scl

∣∣∣
∑

k ηk=1
= 2

∑

i<j

ηiηj log |zi − zj |2. (418)

Formally (418) corresponds to the lower bound of
∑

k ηk in (405). In this case the solution has the form

σ(z, z̄) = −
n∑

k=1

ηl log |z − zk|2.

As an example consider the case of three external points. In this case the accessory parameters in
(408) are completely fixed by the requirement t(z) ∼ 1

z4

c1 =
−2δ1z1 + (δ1 + δ3 − δ2)z2 + (δ1 + δ2 − δ3)z3

(z1 − z2)(z1 − z3)
, . . .

Differential equations (413) in this case can be reduced to the hypergeometric equation. The single-
valued solution to (413) admits the integral representation52

Ψ(z, z̄) = C
3∏

k=1

|z − zk|2ηk
∫ 3∏

k=1

|ξ − zk|2Ak |ξ − z|2Bd2ξ, (419)

52We note that formally our classical equation (413) has exactly the same form as the quantum one (95) by with different
meaning of the parameters. For (95) we obtained the integral representation (386). Thus adjusting the parameters we
arrive to (419).
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where
Ak = η − 2ηk − 1, B = 1− η, η = η1 + η2 + η3.

The normalization constant in (419) is obtained from the following arguments. We know that Ψ(z, z̄)
has the form

Ψ(z, z̄) = λ1|ψ1(z)|2 + λ2|ψ2(z)|2,
where

ψ1(z) = (z − z1)η1(1 + . . . ), ψ2(z) = (z − z2)1−η1(1 + . . . ) =⇒ W (ψ1, ψ2) = 1− 2η1. (420)

The parameter λ1 can be found from (419) in the limit z → z1

λ1 = C|z1 − z2|2η2 |z1 − z3|2η3
∫
|ξ − z1|2(A1+B)|ξ − z2|2A2 |ξ − z3|2A3d2ξ

B+
∑

Ak=−2
=

B+
∑

Ak=−2
= πC|z1 − z2|2(η3−η1)|z1 − z2|2(η2−η1)|z2 − z3|2(2η1−1)γ(1 + A1 +B)γ(1 + A2)γ(1 + A3). (421)

In order to find λ2 we transform the integral

∫ 3∏

k=1

|ξ − zk|2Ak |ξ − z|2Bd2ξ =
∫ 3∏

k=1

|ξ − (zk − z)|2Ak |ξ|2Bd2ξ = {ξ = (z1 − z)x} =

= |z − z1|2(1−2η1)

∫
|x− 1|2A1 |(z1 − z)x− (z2 − z)|2A2 |(z1 − z)x− (z3 − z)|2A3 |x|2Bd2x z→z1−→

z→z1−→ |z − z1|2(1−2η1)

(∫
|x|2B|x− 1|2A1d2x+ . . .

)
= π|z − z1|2(1−2η1)

γ(1 +B)γ(1 + A1)

γ(2 + A1 +B)
(1 + . . . ),

so that

λ2 = πC|z1 − z2|2(η3+η1−1)|z1 − z3|2(η2+η1−1)γ(1 +B)γ(1 + A1)

γ(2 + A1 +B)
. (422)

Using (421), (422), (420), (402) and also the relation

γ(1 + A1 +B)

γ(2 + A1 +B)
(1− 2η1)

2 = −1,

one finds

π2C2 =
Λγ(η − 1)∏3
k=1 γ(η − 2ηk)

|z12|2(1−2η3)|z13|2(1−2η2)|z23|2(1−2η1),

and hence

λ21 = Λ

∣∣∣∣
z12z13
z23

∣∣∣∣
2(1−2η1) γ(η − 1)γ(η − 2η2)γ(η − 2η3)

γ2(2η1)γ(η − 2η1)
. (423)

We have
σ̂1 = − log λ1,

with λ1 given by (423), while σ̂2 and σ̂3 are obtained by permutations of η’s and z’s. In order to integrate
the one-form (417) we introduce the function

F (x)
def
=

∫ x

1
2

log γ(t)dt, F (x) = F (1− x).
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Then one finds (using the normalization condition (418))

Scl = Λ (η − 1) + (δ1 + δ2 − δ3) log |z12|2 + (δ1 + δ3 − δ2) log |z13|2 + (δ2 + δ3 − δ1) log |z23|2+

+ F (η − 1) +
3∑

k=1

F (η − 2ηk)−
3∑

k=1

F (2ηk) + F (0).
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Lecture 32: Classical CFT II: classical conformal block

In last lecture we saw that corrlelation functions of heavy fields behaves semi-classically in the limit
b→ 0

〈Vb−1η1(z1, z̄1) . . . Vb−1ηn(zn, z̄n)〉 = e−
1
b2
Scl .

What is less obvious is that holomorphic quantities – the conformal blocks , which do not have immediate
path integral representation, still admit WKB behavior. Consider for example 4−point conformal block

F∆

(∆2 ∆3

∆1 ∆4

∣∣∣z
)
=
∑

|λ|=|µ|
z∆−∆1−∆2+|λ| (Γ−1

)µ
λ

〈∆4|Φ3L−λ|∆〉
〈∆4|Φ3|∆〉

〈∆|LµΦ1|∆2〉
〈∆|Φ1|∆2〉

,

where

Γµ
λ =
〈∆|LµL−λ|∆〉
〈∆|∆〉 , (424)

and take

∆k = ∆(b−1ηk) =
δk
b2

+ . . . , ∆ = ∆

(
Q

2
+
b−1λ

2

)
=

1

b2
(1− λ2)

4
+ . . . (425)

Then we have the following statement

F (1−λ2)

4b2

(
δ2
b2

δ3
b2

δ1
b2

δ4
b2

∣∣∣∣∣z
)

= e
1
b2

fλ

(
δ2 δ3
δ1 δ4

∣∣∣z
)
+...

at , (426)

where fλ

(
δ2 δ3
δ1 δ4

∣∣∣z
)
is called classical conformal block.

The statement (426) is rather non-trivial being viewed as a series expansion at z → 0. Clearly, we
have

z∆−∆1−∆2 = e
1
b2

(

1−λ2

4
−δ1−δ2

)

log z+...

while the rest is a series 1 + F1z + F2z
2 + . . . where

FN =
∑

|λ|=|µ|=N

(
Γ−1
)µ
λ

〈∆4|Φ3L−λ|∆〉
〈∆4|Φ3|∆〉

〈∆|LµΦ1|∆2〉
〈∆|Φ1|∆2〉

. (427)

Let us estimate how the coefficient (427) behaves in the limit b→ 0 with (425). It is clear that

〈∆4|Φ3L−λ|∆〉
〈∆4|Φ3|∆〉

= Pλ(∆4,∆3,∆),

is a polynomial of degree degPλ = l(λ) where l(λ) is the length of the partition λ. This statement

follows immediately from commutation relations (161). The same is true for 〈∆|LµΦ1|∆2〉
〈∆|Φ1|∆2〉 .

Now consider the Shapovalov matrix (424). Consider the matrix element

〈∆|LµL−λ|∆〉 = 〈∆|LµL−λ1L−λ2 . . . |∆〉
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and drag L−λ1 to the left. Using commutation relations [Lm, Ln] = (m − n)Lm+n +
c
12
(m3 −m)δm,−n,

we see that if it does not meet Lλ1 on his way then the result will be

∑

η

cη〈∆|LηL−λ2L−λ3 . . . |∆〉

with all cη finite in the limit b → 0. However if it does meet Lλ1 the result will be of order 1
b2

since
∆ ∼ 1

b2
and c ∼ 1

b2
. So the more such “meetings” occur the more singular behavior at b → 0 we get.

Most singular matrix element is

〈∆|LN1 LN−1|∆〉 ∼
1

b2N
.

It implies that the inverse of the Shapovalov matrix behaves as Γ−1 ∼ b2N . Altogether it implies that
the coefficients (427) behave as

FN ∼
1

b2N
at b→ 0 =

1

b2N

(
F

(N)
N + b2F

(N−1)
N + b4F

(N−2)
N + . . .

)
.

Now (426) is equivalent to the statement that in the expansion

log
(
1 + F1z + F2z

2 + F3z
3 + . . .

)
= zF1 + z2

(
F2 −

F 2
1

2

)
+ z3

(
F3 − F1F2 +

F 3
1

3

)
+ . . .

all singular parts are canceled all the way down to F
(1)
N . For example it implies that

F
(2)
2 =

(
F

(1)
1

)2

2
etc.

One can define the classical conformal block fλ

(
δ2 δ3
δ1 δ4

∣∣∣z
)
purely in classical terms. One can use the

following semiclassical intuition. Consider the five-point correlation function

Ψ(z, z̄) = 〈V− b
2
(z, z̄)Vα1(z1, z̄1)Vα2(z2, z̄2)Vα3(z3, z̄3)Vα4(z4, z̄4)〉.

It satisfies the following partial differential equation (BPZ equation)

(
∂2 + b2

4∑

k=1

(
∆k

(z − zk)2
+

∂k
(z − zk)

))
Ψ(z, z̄) = 0.

Consider a particular solution to this equation specified by the expansion

Ψ∆(z|zk) = (z1 − z2)∆−∆1−∆2

[
ψ

(0)
∆ (z|z2, z3, z4) + (z1 − z2)ψ(1)

∆ (z|z2, z3, z4) + . . .
]

︸ ︷︷ ︸
ψ∆(z|zk)

at z1 → z2.

Then for the function ψ∆(z|zk) one has

(
∂2 + b2

4∑

k=1

(
∆k

(z − zk)2
+

∂k
(z − zk)

)
+
b2(∆−∆1 −∆2)

(z − z1)(z − z2)

)
ψ∆(z|zk) = 0.
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Expanding at z1 → z2 one obtains a semi-infinite system of inhomogeneous differential equations
[
∂2 + b2

4∑

k=2

(
∆̃k

(z − zk)2
+

∂k
z − zk

)]
ψ

(0)
∆ (z|zk) = 0,

[
∂2 + b2

4∑

k=2

(
∆̃k

(z − zk)2
+

∂k
z − zk

)
+

b2

(z − z2)2

]
ψ

(1)
∆ (z|zk) +

(∆ +∆1 −∆2)

(z − z2)3
ψ

(0)
∆ (z|zk) = 0,

[
∂2 + b2

4∑

k=2

(
∆̃k

(z − zk)2
+

∂k
z − zk

)
+

2b2

(z − z2)2

]
ψ

(2)
∆ (z|zk) + (. . . )ψ

(1)
∆ (z|zk) + (. . . )ψ

(0)
∆ (z|zk) = 0,

(428)
where ∆̃2 = ∆, ∆̃3 = ∆3 and ∆̃4 = ∆4. Of course the solution to this system is not unique. At each
step one can add a solution of homogeneous equation with shifted dimension ∆

∆→ ∆+ 1→ ∆+ 2→ . . .

One can fix this ambiguity by demanding that the solution Ψ∆(z|zk) corresponds to the linear combi-
nation of two five-point conformal blocks

Ψ±
∆(z|zk)

def
=

(∆3, z3)

(∆4, z4)

(∆2, z2)

(∆1, z1)

∆ ∆±

(∆2,1, z)

that is
Ψ∆(z|zk) = C+Ψ

+
∆(z|zk) + C−Ψ

−
∆(z|zk).

It means that
ψ

(k)
∆ (z|zk) = D(k)

z ψ
(0)
∆ (z|zk),

with D(k)
z being some differential polynomial with rational coefficients

〈V− b
2
(z)V

(k)
∆ (z2)Vα3(z3)Vα4(z4)〉 = D(k)

z 〈V− b
2
(z)V∆(z2)Vα3(z3)Vα4(z4)〉,

where V
(k)
∆ (z2) is a descendant appearing in holomorphic OPE

Vα1(z1)Vα2(z2) =
∑

∆,k

C∆
α1α2

(z1 − z2)∆−∆1−∆2+kV
(k)
∆ (z2).

In particular, one can check that

ψ
(1)
∆ (z|zk) =

(∆−∆1 −∆2)

2∆
∂2ψ

(0)
∆ (z|zk)

solves second equation in (428).
One can choose Ψ±

∆(z|zk) to have a diagonal monodromy while z goes around z1 and z2

Ψ±
∆(z|zk) = (z1 − z2)∆

(
ψ

(0),±
∆ (z|zk) + (z1 − z2)ψ(1),±

∆ (z|zk) + . . .
)
,
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where ψ
(0),±
∆ (z|zk) are two solutions of first equation in (428) which transform as (∆ = ∆(α))

(
ψ

(0),+
∆ (z|zk)
ψ

(0),−
∆ (z|zk)

)
→
(
e2iπbα 0
0 e2iπb(Q−α)

)(
ψ

(0),+
∆ (z|zk)
ψ

(0),−
∆ (z|zk)

)

It is clear that since ψ
(k),±
∆ (z|zk) are obtained by application of differential operators with rational

coefficients, it has the same monodromy properties. Taking α = Q
2
+ b−1λ

2
we conclude that trace of the

monodromy matrix in the limit b→ 0 is

trM12 = −2 cosπλ. (429)

Now we come to the definition of classical conformal block. Consider differential equation with four
singular points [

∂2 +
4∑

k=1

(
δk

(z − zk)2
+

ck
(z − zk)

)

︸ ︷︷ ︸
t(z)∼ 1

z4
at z→∞

]
ψ(z) = 0 (430)

According to discussions above, we define classical conformal block as a function which satisfies

∂fλ

(
δ2 δ3
δ1 δ4

∣∣∣zk
)

∂zk
= ck such that trM12 = −2 cosπλ. (431)

We note that due to the relation t(z) ∼ 1
z4

there are three linear relations between accessory parameters
ck. So, only one of them, say c4, is not fixed. If one demands the constraint (429) then c4 = c4(λ) is a
particular function of λ. Classical conformal block is related to c4(λ) by (431).

It is convenient to use projective invariance and set z1 = x, z2 = 0, z3 = 1 and z4 = ∞. Then
equation (430) reduces to Heun equation

ψ′′ +

(
δ1

(z − x)2 +
δ2
z2

+
δ3

(z − 1)2
+

x(x− 1)c

z(z − 1)(z − x) +
δ4 − δ1 − δ2 − δ3

z(z − 1)

)
ψ = 0 (432)

where

c(x, λ) =
∂

∂x
fλ

(δ2 δ3
δ1 δ4

∣∣∣x
)

=⇒ fλ

(δ2 δ3
δ1 δ4

∣∣∣x
)
=

∫
c(x, λ)dx+ const. (433)

A constant term in (433) can be easily fixed by matching the asymptotic at x→ 0.
So, we have a problem of computing the accessory parameter c in Heun equation (432) as a function

of trace of the monodromy. Consider simpler problem first53

χ′′ + t(w)χ = 0 where t(w) =
δ1

(w − x)2 +
δ2
w2

+
δ1 + δ2 − δ
w(x− w) with δ =

1− λ2
4

.

53It is obtained from

χ′′ +

(
δ1

(w − w1)2
+

δ1
(w − w2)2

+
δ

(w − w3)2
+

c1
w − w1

+
c2

w − w2
+

c3
w − w3

)

︸ ︷︷ ︸
∼ 1

w4

χ = 0

in the limit w1 → x, w2 → 0 and w3 →∞.
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Obviously we have
M12M3 = 1 =⇒ trM12 = −2 cosh πλ.

If one finds w = w(z) such that

t(z) =
(
w′(z)

)2
t
(
w(z)

)
+
{w(z), z}

2
=

δ1
(z − x)2 +

δ2
z2

+
δ3

(z − 1)2
+

x(x− 1)c

z(z − 1)(z − x) +
δ4 − δ1 − δ2 − δ3

z(z − 1)
(434)

then the function
ψ(z) =

(
w′(z)

) 1
2χ
(
w(z)

)

will satisfy Heun equation (432). We take

w(z) = z
v(z)

v(x)
where v(z) = 1 + v1(x)z + v2(x)z

2 + . . .

so that w(z) = 0 and w(x) = x. If we assume that the series for v(z) converges in some domain, then
ψ(z) has the same monodromy as χ(w).

We solve (434) pertubatively at both z → 0 and x→ 0. It is convenient to represent

t(z) =
δ1

(z − x)2 +
δ2
z2

+
c1

z − x +
c2
z
+ τ(z) where τ(z) = τ0 + τ1z + τ2z

2 + . . .

with c1 = c and c2 = (x− 1)c+ δ1 + δ2 + δ3 − δ4. We have

c1 = −
δ1 + δ2 − δ

x
+ (δ + δ1 − δ2)v1 +O(x),

c2 =
δ1 + δ2 − δ

x
+ (δ + δ2 − δ1)v1 +O(x),

τ0 = (4δ + 3)v2 − (δ + 3)v21 +O(x),

. . . . . . . . .

We note that explicit form of the coefficients c1 and c2 implies the constraint

(1− x)c1 + c2 = δ1 + δ2 + δ3 − δ4. (435)

One can solve (435) for

v1(x) = v
(0)
1 + v

(1)
1 x+ v

(2)
1 x2 + . . .

The rest of equations can be solved perturbatively in x. We have

c =
δ − δ1 − δ2

x
+

(δ + δ1 − δ2)(δ + δ3 − δ4)
2δ

+ . . .

which implies

fλ

(δ2 δ3
δ1 δ4

∣∣∣x
)
= (δ − δ1 − δ2) log x+

(δ + δ1 − δ2)(δ + δ3 − δ4)
2δ

x+ . . .

with complete agreement with semiclassical expansion of (163).
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Lecture 33: WZW models I: current algebra, Sugawara construction, KZ equation

Before going to WZW model, we consider more general example of sigma-model with the B−field

S =
1

4π

∫ (
(
√
ggµνGij(X) + ǫµνBij(X)) ∂µX

i∂νX
j +
√
gRΦ(X)

)
d2x, (436)

where Bij = −Bji. We note that the B−field term is topological
∫
ǫµνBij(X)∂µX

i∂νX
jd2x =

∫
B, where B

def
= BijdX

i ∧ dXj.

In PCF the group valued field g is defined on a sphere S2, which can be thought of as being the
boundary of three-dimensional ball B. The fields g(z, z̄) are the smooth maps S2 → G. Such maps are
known to be classified by the homotopy group π2(G) = 0. There is the well known mathematical fact
that π2(G) = 0, which means that all such maps are homotopic to the constant map. Clearly constant
map can be continued from S2 to B. Thus we might define the following G×G invariant WZW term

SWZW = − i

12π

∫

B

Tr(j ∧ j ∧ j) = − i

12π

∫

B

ǫαβγTr
(
g−1∂αg · g−1∂βg · g−1∂γg

)
d3x

We’d like to interpret the WZW term from the 2D point of view. It means that it should be
independent on the way we continue g from S2 to B. Consider small variations

g → g(1 + ξ) =⇒ j → j + [ξ, j] + dξ + . . . .

We have (we used Tr ([ξ, j] ∧ j ∧ j) = 0 and dj = −j ∧ j)

δSWZW = − i

4π

∫

B

Tr (dξ ∧ j ∧ j) = − i

4π

∫

S2

Tr (ξj ∧ j) +
i

4π

∫

B

Tr
(
ξ d(j ∧ j)︸ ︷︷ ︸

=0

)
=

i

4π

∫

S2

Tr (ξdj) .

(437)

We see that for ξ
∣∣∣
S2

= 0 the variation indeed vanishes.

Now let us check the behaviour of SWZW under taking different extensions from S2 to B. Let g and
g̃ be two such extensions. By definition g|S2 = g̃|S2. One can glue these two extensions into the three
sphere S3 with g corresponding to the north semi-sphere and g̃ to the south. This provides a map

(B ∪ B)/∂B = S3 → G.

Then we have

SWZW[g]− SWZW[g̃] = ∆Γ = − i

2π

∫

S3

Tr (j ∧ j ∧ j) .

All maps S3 → G are classified by π3(G) = Z. They can be understood as mapping S3 → SU(2) ∈ G.
It can be shown that

∆Γ = 2πin, n ∈ Z.

Let us consider the theory with the action (here we use ~ = λ2)

S = − 1

8πλ2

∫

S2

Tr
(
g−1∂µgg

−1∂µg
)
d2x− ik

12π

∫

B

ǫαβγTr
(
g−1∂αg · g−1∂βg · g−1∂γg

)
d3x (438)

185



with the new coupling k. We demand that the functional integral

〈O〉 =
∫

[Dg]Oe−S

is independent on the way we extend g from S2 to B, which implies that

k ∈ Z.

We note that the three-form

H
def
= − 1

12
Tr(j ∧ j ∧ j)

is bi-invariant and closed dH = 0:

dH = − 1

12
Tr (dj ∧ j ∧ j)

dj=−j∧j
= − 1

12
Tr (j ∧ j ∧ j ∧ j) = − 1

12
ja ∧ jb ∧ jc ∧ jd︸ ︷︷ ︸

=−jd∧ja∧jb∧jc

Tr
(
tatbtctd

)
︸ ︷︷ ︸
=Tr(tdtatbtc)

= 0.

Thus locally (on the target space) there exists two-form B such that

dB = H,

and hence the action has the form (436). For example for SU(2) in standard parametrization (??) one
has

H = − sin θ cos θdθdχ1dχ2 :

∫

S3

H = 2π2,

and hence locally

B =
1

4
cos(2θ)dχ1 ∧ dχ2.

In order to anticipate the role of the WZW term, let us derive classical equations of motion following
from the action (438). Consider the variation g → g + δg. Then for the first term in (438) one has

δS0 = −
1

4πλ2

∫

S2

Tr
(
g−1δg∂µ

(
g−1∂µg

))
d2x,

and for the second (see (437))

δSWZ = − ik
4π

∫

B

Tr
((
− g−1δgg−1dg + g−1dδg

)
∧ g−1dg ∧ g−1dg

)
d3x =

= − ik
4π

∫

B

dTr
(
g−1δgg−1dg ∧ g−1dg

)
d3x = − ik

4π

∫

S2

Tr
(
g−1δgg−1dg ∧ g−1dg

)
d2x =

=
ik

4π

∫

S2

Tr
(
g−1δgd

(
g−1dg

))
d2x =

ik

4π

∫

S2

Tr
(
g−1δg ǫµν∂µ

(
g−1∂νg

))
d2x.

Thus we obtain
∂µ
(
g−1∂µg

)
− iλ2k ǫµν∂µ

(
g−1∂νg

)
= 0

or in complex coordinates

(
1 + λ2k

)
∂
(
g−1∂̄g

)
+
(
1− λ2k

)
∂̄
(
g−1∂g

)
= 0. (439)
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We note that by suitable choice of λ, one can make one of two brackets vanish in (439). For example
choosing λ2 = 1

k
, one has

∂
(
g−1∂̄g

)
= 0 =⇒ ∂̄

(
∂gg−1

)
= 0.

Thus for λ2 = 1
k
one has the pair of holomorphic and antiholomorphic currents J(z) and J̄(z̄)

J
def
= −k∂gg−1, J̄

def
= kg−1∂̄g.

It is important to note that the holomorphicity follows from local symmetry

g → U(z)gV (z̄) (440)

shared by the action (438) at λ2 = π
k
54.

General arguments (see lecture 3) shown the variation of arbitrary field under infinitesimal variations
(440) have the form

δωO(z, z̄) =
1

2πi

∮

Cz
Ja(ξ)ωa(ξ)O(z, z̄)dξ, δω̄O(z, z̄) =

1

2πi

∮

Cz
J̄a(ξ̄)ω̄a(ξ̄)O(z, z̄)dξ̄

On the other hand by locality arguments one must have (compare to (47))

δωO = ωa (Ja0O) + ω′a (Ja1O) +
ω′′a

2!
(Ja2O) + . . .

which is equivalent to the OPE

Ja(ξ)O(z) =
∑

n∈Z

JanO(z)
(ξ − z)n+1

In particular, the variations of the current J(z) it self has the form

δωJ(z) = [ω(z), J(z)] +
k

2
ω′(z) =⇒ δωJ

a(z) = fabc ωbJ
c +

k

2
ω′a

The relations of current algebra can be written in the more general form [21] valid for any semi-simple
Lie algebra g55

Ja(z)J b(w) =
kKab

(z − w)2 +
fabc J

c(w)

z − w + . . . ,

where Kab is the Killing form and fabc are the structure constants of g. In components one has

[Jam, J
b
n] = fabc J

c
m+n +mkKabδm,−n.

54The action (438) satisfied Polyakov-Wiegmann identity

S[gh] = S[g] + S[h]− 1

4πλ2

∫ (
δµν + ikλ2ǫµν

)
Tr
(
g−1∂µg∂νhh

−1
)
d2x

λ2= 1
k= S[g] + S[h]− 1

4πλ2

∫ (
g−1∂̄g∂hh−1

)
d2x

55A Lie algebra g is defined by generators ta with the following commutation relations

[ta, tb] = fab
c tc, (441)

where fab
c are the structure constants. Note that there is no i in the right hand side of (441). Thus the generators ta are

antihermitian.
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Here we will pause for a moment and consider the following question. How to compute the OPE

A(z)(BC)(w) =?, where (BC)(w)
def
=

1

2πi

∮

Cw

dx

x− wB(x)C(w).

First of all we perform the following modification of the contour

zz z www
−→ −

I II

For the first integral we have

I =
1

2πi

∮

Cw

dx

x− wB(x)

(
· · ·+ AC−2(w)

(z − w)2 +
AC−1(w)

(z − w) + AC0(w) + . . .

)

︸ ︷︷ ︸
A(z)C(w)

=

= · · ·+ 1

(z − w)2
(

1

2πi

∮

Cw

dx

x− wB(x)AC−2(w)

)
+

1

(z − w)

(
1

2πi

∮

Cw

dx

x− wB(x)AC−1(w)

)
+ . . . ,

(442)

while for the second56

II = − 1

2πi

∮

Cz

dx

x− w

(
· · ·+ BA−2(z)

(x− z)2 +
BA−1(z)

(x− z) +BA0(z) + . . .

)

︸ ︷︷ ︸
B(x)A(z)

C(w) =

=

{
− 1

2πi

∮

Cz

dx

x− w
1

(x− z)k =

{
1

(w−z)k for k > 0

0 for k ≤ 0

}
=

(
· · ·+ BA−2(z)

(w − z)2 +
BA−1(z)

(w − z)

)
C(w). (443)

56Note that in this case only the singular part of OPE B(x)A(z) contributes to the integral. Having this in mind, we
can rewrite I + II in the following form given in particular in Di Francesco’s book

A(z)(BC)(w) =
1

2πi

∮

Cw

dx

x− w

(
A(z)B(x)C(w) +A(z)B(x)C(w)

)
.

Here by contractions one denotes the singular terms of the OPE.
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Let us apply (442) and (443) to calculation of OPE

Ja(z)T (w) = γJa(z)(J bJ b)(w) = {A = Ja(z), B(x) = J b(x), C(w) = J b(w)} =

= γ

(
1

(z − w)2
1

2πi

∮

Cw

dx

x− wJ
b(x)kδab +

1

z − w
1

2πi

∮

Cw

dx

x− wf
ab
c J

b(x)Jc(w)

)

︸ ︷︷ ︸
(442)

+

+ γ

(
kδab

(w − z)2 +
f bac J

c(z)

w − z

)
J b(w)

︸ ︷︷ ︸
(443)

=

= γ


 kf bac δ

cb

(z − w)3 +
1

(z − w)2


2kJa(w) + fabc f

cb
d︸ ︷︷ ︸

2gδad

Jd(w)


+

1

z − w
(
fabc (J bJc)(w) + fabc (JcJ b)(w)

)

 ,

where the cancelling happens by (anti)symmetry properties and g is the dual Coxeter number, in
particular g = n for sl(n). Thus we have

Ja(z)T (w) = 2γ(k + g)
Ja(w)

(z − w)2 + regular (444)

Taking

γ =
1

2(k + g)
,

and expanding (444) at w → z (and relabelling z ↔ w) we obtain

T (z)Ja(w) =
Ja(w)

(z − w)2 +
∂Ja(w)

z − w + . . .

which is expected result – all Ja(w) are primary fields of conformal dimension one.
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Now we have to demonstrate that T (z)T (w) obey the OPE for Virasoro algebra. We have57

T (z)T (w) =
1

2(k + g)
T (z)(JaJa)(w) = {A(z) = T (z), B(x) = Ja(x), C(w) = Ja(w)} =

=
1

2(k + g)

[
1

(z − w)2
1

2πi

∮

Cw

dx

x− wJ
a(x)Ja(w) +

1

z − w
1

2πi

∮

Cw

dx

x− wJ
a(x)∂Ja(w)

]

︸ ︷︷ ︸
(442)

+

+
1

2(k + g)

Ja(z)

(w − z)2J
a(w)

︸ ︷︷ ︸
(443)

=
1

2(k + g)

[
1

(z − w)2 (J
aJa)(w) +

1

z − w (Ja∂Ja)(w)

]
+

+
1

2(k + g)

1

(w − z)2
(

kδaa

(z − w)2 +
faac J

c(w)

z − w + (JaJa)(w) + (z − w)(∂JaJa)(w) + . . .

)
=

=
k dim g

2(k + g)

1

(z − w)4 +
(JaJa)(w)

k + g

1

(z − w)2 +
(Ja∂Ja)(w) + (∂JaJa)(w)

2(k + g)

1

z − w + · · · =

=
k dim g

2(k + g)

1

(z − w)4 +
2T (w)

(z − w)2 +
T ′(w)

z − w + · · · = c

2(z − w)4 +
2T (w)

(z − w)2 +
T ′(w)

z − w + . . .

Thus, the OPE gives the Virasoro algebra with central charge

c =
k dim g

k + g
. (445)

The Sugawara construction for the stress-energy tensor can be generalized for arbitrary Killing form58

T (z) =
1

2(k + g)
Kab

(
JaJ b

)
(446)

57Here we use that the OPE

∂Ja(z)Jb(w) = ∂z

(
kδab

(z − w)2 +
fab
c Jc(w)

z − w + (JaJb)(w) + (z − w)Λ(w) + . . .

)
= − 2kδab

(z − w)3 −
fab
c Jc(w)

(z − w)2 + Λ(w) + . . .

implies that
Λ(w) = (∂JaJb)(w).

Also

∂T (w) =
γ

2πi
∂w

∮

Cw

1

x− wJ
a(x)Ja(w) =

γ

2πi

∮

Cw

(
∂w

1

x− w︸ ︷︷ ︸
−∂x

1
x−w

Ja(x)Ja(w)+
1

x − wJ
a(x)∂Ja(w)

)
= γ ((∂JaJa) + (Ja∂Ja))

58The Killing form K is a symmetric bilinear form g⊗ g
K7→ R defined by

K(X,Y )
def
=

1

2g
Tr (adXadY ) .

Given a basis ta one has

adtaadtbt
c (441)

= fad
e f bc

d t
e =⇒ 1

2g
Tr (adtaadtb) =

1

2g
fad
c f bc

d
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In terms of modes the Sugawara formula (446) has the form

Lm =
Kab

2(k + g)

∑

n∈Z
Jam−nJ

b
n for m 6= 0, L0 =

Kab

2(k + g)

(
2

∞∑

n=1

Ja−nJ
b
n + Ja0J

b
0

)
. (447)

It is convenient to rewrite commutation relations of the current algebra together with Virasoro algebra

[Lm, Ln] = (m− n)Lm+n +
c

12
(m3 −m)δm,−n,

[Lm, J
a
n ] = −nJam+n,

[Jam, J
b
n] = fabc J

c
m+n +mkKabδm,−n,

where the central charge is given by (445). It is important to keep in mind that Ln’s and J
a
n ’s are not

independent in WZW models, but are related by (447).
In terms of fields, one can say that the primary field belongs to some representation of g and one

has the OPE

Ja(ξ)Φ(z) =
taΦ(z)

ξ − z + . . . , (448)

where ta are the Lie algebra matrices in that particular representation. Using (448), we can compute

Φ(z)T (w) = γΦ(z)(JaJa)(w) = {A(z) = Φ(z), B(x) = Ja(x), C(w) = Ja(w)} =

=
1

z − w
1

2πi

∮

Cw

dx

x− w (−Ja(x)taΦ(w))
︸ ︷︷ ︸

(442)

+
1

w − z t
aΦ(z)Ja(w)

︸ ︷︷ ︸
(443)

= γ

(
tataΦ(w)

(w − z)2 +
2ta

w − z (J
aΦ)(z) + . . .

)

Thus we have

T (z)Φ(w) =
∆Φ

(z − w)2 +
Φ′(w)

z − w + . . . , (449)

where

∆ =
C2

2(k + g)
where C2 = tata.

We note that C2 is the quadratic Casimir, which acts by a constant in any irreducible representation.
Moreover, in (449) we have assumed that

L−1Φ(z) = Φ′(z) =
ta(JaΦ)(z)

k + g
. (450)

This is consistent with

L−1 =
1

2(k + g)
(JaJa)−1,

which follows from (446).
In WZW model we assume that g(z, z̄) is a spinless primary field that corresponds to the lowest

dimensions fundamental representation of the left and the right global groups G59. In particular, g(z, z̄)
has the conformal dimensions

∆g = ∆̄g =
C fund

2

2(k + g)
(451)

59We remind that the fundamental representation
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On the other hand g−1(z, z̄) corresponds to conjugated fundamental representation (anti-fundamental
representation) with the same conformal dimensions (451).

We note that (450) allows one to write the so called Knizhnik-Zamolodchikov equations for correla-
tion functions in WZW models. First we note that (448) imply the following current Ward identities60

〈Ja(ξ)Φ1(z1) . . .ΦN (zN)〉 =
N∑

i=1

tai
ξ − zi

〈Φ1(z1) . . .ΦN (zN)〉, (452)

where by tai we mean ta acting in the i-th representation corresponding to Φi. Moreover the condition
Ja(ξ) ∼ 1

ξ2
at ξ → ∞ (this is similar to condition (70) for stress-energy tensor) implies the following

constraint on correlation functions

N∑

i=1

tai 〈Φ1(z1) . . .ΦN(zN )〉 = 0, (453)

which corresponds to global G invariance. Using (450), we have

∂i〈Φ1(z1) . . .ΦN (zN)〉
(452)
=

tai
k + g

1

2πi

∮

Czi

N∑

j=1

taj
ξ − zj

〈Φ1(z1) . . .ΦN (zN)〉.

Evaluating the integral, one finds

∂i〈Φ1(z1) . . .ΦN (zN)〉 =
1

k + g

∑

i 6=j

tai ⊗ taj
zi − zj

〈Φ1(z1) . . .ΦN (zN )〉 (454)

Equations (454), known as KZ equations, are a vast area of research in mathematics.
In order to make use of Knizhnik-Zamolodchikov equations, let us study the following four point

correlation function

〈g(z1, z̄1)g−1(z2, z̄2)g(z3, z̄3)g
−1(z4, z̄4)〉 = |(z1 − z4)(z2 − z3)|−4∆H(z, z̄), (455)

where (see (72))

z =
(z1 − z2)(z3 − z4)
(z1 − z4)(z3 − z2)

,

and ∆ is the dimension (451) of the field g. Note that in (455) g and g−1 are not multiplied as matrices,
the indexes of each g remains uncontracted. In order to clarify this point, let us consider G = SU(N).
In that case g transforms as fundamental representation of SU(N)×SU(N) and g−1 as antifundametal
one

g → (ω1, ω1), g−1 → (ωN−1, ωN−1).

Let us denote by αk the index of g(zk, z̄k) corresponding to the group SU(N) acting from the left
(corresponding to holomorphic action in (440)) and by βk – corresponding right (antiholomorphic)
index. That is in (455) we imply

g(zk, z̄k) = gβkαk
(zk, z̄k) and g−1(zk, z̄k) = (g−1)αk

βk
(zk, z̄k)

60Here different Φk’s might belong to different representations. It is hidden in the notations for Φk.
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The generators ta in (452) (and corresponding antiholomorphic generators) act as

tag(zk, z̄k) = (ta)
α′
k
αk g

βk
α′
k
(zk, z̄k) and t̄ag(zk, z̄k) = (t̄a)βkβ′

k
g
β′
k
αk(zk, z̄k)

and

tag−1(zk, z̄k) =
!
−(ta)αk

α′
k
(g−1)

α′
k

βk
(zk, z̄k) and t̄ag−1(zk, z̄k) =

!
−(t̄a)β

′
k

βk
(g−1)αk

β′
k
(zk, z̄k).

Note the minus signs in the previous formula. This is due to the fact that antifundamental representation
is a complex conjugate of fundamental one and the generators ta are antihermitian, i.e.

ta
antifund

= (ta
fund

)∗ = −(ta
fund

)t.

The action of Casimir operator in fundamental representation is

tata = C2 =
N2 − 1

N
(456)

and hence

∆g =
N2 − 1

2N(k +N)
.

Now we impose the global G-invariance condition (453). Suppose that the correlation function (455)
has some tensor structure of holomorphic indexes, i.e.

H(z, z̄) ∼ Ξα2 α4
α1 α3

.

Then (453) implies (here T can be any of ta)

[
T α

′
1

α1
δα2

α′
2
δα

′
3

α3
δα4

α′
4
− δα′

1
α1
T α2

α′
2
δα

′
3

α3
δα4

α′
4
+ δα

′
1

α1
δα2

α′
2
T α

′
3

α3
δα4

α′
4
− δα′

1
α1
δα2

α′
2
δα

′
3

α3
T α4

α′
4

]
Ξ
α′
2 α

′
4

α′
1 α

′
3
= 0,

which is equivalent to

T α
′
1

α1
Ξα2 α4

α′
1 α3
− T α2

α′
2
Ξα

′
2 α4
α1 α3

+ T α
′
3

α3
Ξα2 α4

α1 α′
3
− T α4

α′
4
Ξα2 α′

4
α1 α3

= 0. (457)

There are61 only two solutions to (457)

I1 = δα2
α1
δα4
α3

and I2 = δα4
α1
δα2
α3
.

The corresponding antiholomorphic solutions have the form

Ī1 = δβ1β2δ
β3
β4

and Ī2 = δβ3β2δ
β1
β4
.

61It can be understood as follows. We are taking the tensor product of two fundamental and two antifundamental
representations of SU(N) (here ω̄1 = ωN−1)

(πω1 ⊗ πω̄1)⊗ (πω1 ⊗ πω̄1) = (1⊕ adj)⊗ (1⊕ adj) = 1⊕ adj⊕ adj⊕ (adj⊗ adj) .

It is well known that in the tensor product of two adj representations trivial representation 1 appears with multiplicity
1. Thus in the tensor product (πω1 ⊗ πω̄1)⊗ (πω1 ⊗ πω̄1) it appears twice

(πω1 ⊗ πω̄1)⊗ (πω1 ⊗ πω̄1) = 1⊕ 1⊕ . . .
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Thus the correlation function H(z, z̄) admits the decomposition

H(z, z̄) =

2∑

A,B=1

IAĪBHAB(z, z̄).

We have [
∂i −

1

k +N

∑

j 6=i

tai ⊗ taj
zi − zj

]
(z14z23)

−2∆ (I1H1(z) + I2H2(z)) = 0, (458)

where

z =
(z1 − z2)(z3 − z4)
(z1 − z4)(z3 − z2)

Taking (458) for i = 1 and using

∂1 =

(
z

z1 − z2
− z

z1 − z4

)
∂z

we obtain62

[(
z

z1 − z2
− z

z1 − z4

)
∂z −

2∆

z1 − z4
− 1

k +N

4∑

j=2

ta1 ⊗ taj
z1 − zj

]
(I1H1(z) + I2H2(z)) = 0.

Using

ta1 ⊗ ta4
z1 − z4

=
1

z1 − z4


t

a
1 ⊗ (ta2 + ta3 + ta4︸ ︷︷ ︸

(453)
= −ta1

)− ta1 ⊗ ta2 − ta1 ⊗ ta3




C2
def
= tata
=

1

z1 − z4
(−C2 − ta1 ⊗ ta2 − ta1 ⊗ ta3) ,

we reduce (458) to

[
z

(
1

z12
− 1

z34

)
∂ − 2∆

k +N
−

− 1

k +N

(
−C2

z14
+

(
1

z12
− 1

z14

)
ta1 ⊗ ta2 +

(
1

z12
− 1

z14

)
ta1 ⊗ ta2

)]
(I1H1(z) + I2H2(z)) = 0,

from which we obtain
[
∂ − 1

k +N

(
ta1 ⊗ ta2
z

+
ta1 ⊗ ta3
z

)]
(I1H1(z) + I2H2(z)) = 0.

Now we have to compute ta1 ⊗ ta2IA and ta1 ⊗ ta3IA. In order to compute these quantities, we use

(ta)ρα (t
a)βρ

(456)
=

N − 1

N
δβα, (ta)βα (t

a)δγ = δδαδ
β
γ −

1

N
δβαδ

γ
δ , (459)

62We note that other equations for i = 2, 3, 4 follow from this equation since

∂1 + · · ·+ ∂4 = 4∆+ z1∂1 + · · ·+ z4∂4 = 2∆(z1 + · · ·+ z4) + z21∂1 + · · ·+ z24∂4 = 0.
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where the last equation is the condition of completeness of the matrices {t1, . . . , tN2−1, 1}. We have

ta1 ⊗ ta2I1 = −(ta)α
′
1
α1

(ta)α2

α′
2
δα

′
3

α3
δα4

α′
4
δ
α′
2

α′
1
δ
α′
4

α′
3
= −(ta)ρα1

(ta)α2
ρ δ

α4
α3

(459)
= −N

2 − 1

N
δα2
α1
δα4
α3

= −N
2 − 1

N
I1,

ta1 ⊗ ta2I2 = −(ta)α
′
1
α1

(ta)α2

α′
2
δα

′
3

α3
δα4

α′
4
δ
α′
4

α′
1
δ
α′
2

α′
3
= −(ta)α4

α1
(ta)α2

α3

(459)
= −

(
δα2
α1
δα4
α3
− 1

N
δα4
α1
δα2
α3

)
= −

(
I1 −

1

N
I2

)
,

ta1 ⊗ ta3I1 = (ta)α
′
1
α1

(ta)α
′
3
α3
δα2

α′
2
δα4

α′
4
δ
α′
2

α′
1
δ
α′
4

α′
3
= (ta)α2

α1
(ta)α4

α3

(459)
= δα4

α1
δα2
α3
− 1

N
δα2
α1
δα4
α3

= I2 −
1

N
I1,

and

ta1 ⊗ ta3I2 = (ta)α
′
1
α1

(ta)α
′
3
α3
δα2

α′
2
δα4

α′
4
δ
α′
4

α′
1
δ
α′
2

α′
3
= (ta)α4

α1
(ta)α2

α3

(459)
= δα2

α1
δα4
α3
− 1

N
δα4
α1
δα2
α3

= I1 −
1

N
I2.

Thus we have

∂H1 =
1

k +N

(
−N

2 − 1

N

H1

z
+
H2 − 1

N
H1

z − 1

)
,

∂H2 =
1

k +N

(
−H1 − 1

N
H2

z
+
H1 − 1

N
H2

z − 1

)
.
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Lecture 34: WZW models II: representation theory, integrable modules

For g = sl(2) we have

h(z)h(w) =
2k

(z − w)2 + reg, h(z)e(w) =
2e(w)

z − w + reg, h(z)f(w) =
−2f(w)
z − w + reg

e(z)e(w) = reg, f(z)f(w) = reg, e(z)f(w) =
k

(z − w)2 +
h(w)

z − w + reg,

(460)

where k is the parameter called the level. In terms of modes

hm
def
=

1

2πi

∮
ξmh(ξ)dξ, em

def
=

1

2πi

∮
ξme(ξ)dξ, fm

def
=

1

2πi

∮
ξmf(ξ)dξ.

the OPE expansions (460) read as

[em, en] = [fm, fn] = 0, [hm, en] = 2em+n, [hm, fn] = −2fm+n,

[em, fn] = hm+n +mkδm,−n, [hm, hn] = 2kmδm,−n

Now we come to the representations of the sl(2) current algebra. We note that it contains ordinary
sl(2) subalgebra spanned by the zero modes

[h0, e0] = 2e0, [h0, f0] = −2f0, [e0, f0] = h0.

Thus it looks natural to study representations of the sl(2) current algebra generated from the vacuum
vector |j〉

h0|j〉 = j|j〉, e0|j〉 = 0, f0 creates new states. (461)

We do not necessarily require that our representation of (h0, e0, f0) is finite dimensional, so j is not
supposed to take half-integer values.

Having (461) we define the Verma module Vj as

Vj,k = Span
(
h−λe−µf−ν |j〉

)
,

λ = λ1 ≥ λ2 ≥ · · · > 0, µ = µ1 ≥ µ2 ≥ · · · > 0, ν = ν1 ≥ ν2 ≥ . . .
!
≥ 0.

We note that it follows from (447) that

L0|j〉 = ∆|j〉 with ∆ =
j(j + 2)

4(k + 2)

We can define the character of Vj,k as (which is very similar to the fermionic character (137))

χj(q, t)
def
= Tr

(
qL0− c

24 th0
)
∣∣∣∣∣
Vj

It is clear that
h0h−λe−µf−ν |j〉 =

(
j + 2

(
l(µ)− l(ν)

))
h−λe−µf−ν |j〉,

L0h−λe−µf−ν |j〉 = (∆ + |λ|+ |µ|+ |ν|)h−λe−µf−ν |j〉,
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where l(λ) denotes the length of the partition λ. Then the following expression for the character
immediately follows

χj(q, t) =
q∆− c

24 tj∏∞
i=1(1− qi)(1− t2qi)(1− t−2qi−1)

, (462)

where the factors (1− qi), (1− t2qi) and (1− t−2qi−1) are responsible for h−λ, e−µ and f−ν respectively.
The character (462) corresponds to the situation of generic j and k. Such Verma module is irre-

ducible. However, for special values of j and generic k it becomes degenerate63. It is convenient to think
of the representation Vj,k by means of its extremal diagram

f0 f0 f0 f0 f0 f0 f0

e−1

e−1

e−1

e−1

e−1

f2

e−2

This picture shows only some states that are called extremal. All the other states in the module Vj,k
should be thought of as lying in the interior of the wedge. The important property of this diagram can
be formulated as follows. Take any state |w〉 represented by a point inside the angle and, for a fixed
n ∈ Z, consider all the states (en)

i |w〉 and (f−n)
i |w〉 for i ∈ N64. These states fill out a straight line in

the diagram, which would necessarily intersect the edge of the diagram, and therefore will terminate in
one of the directions. Thus for any sl(2) triple

E = en, F = f−n and H = h0 + n

63This is similar to representations of the Virasoro algebra, where we consider first special values of ∆’s and generic
values of the central charge c.

64We have picked |w〉 with the level 3 and the charge −2 and have taken n = −2 on the picture.

197



References

[1] J. Polchinski, Scale and conformal invariance in Quantum Field Theory,
Nucl. Phys. B303 (1988) 226.

[2] D. Friedan, E. J. Martinec and S. H. Shenker, Conformal invariance, supersymmetry and String

theory, Nucl. Phys. B271 (1986) 93.

[3] Al. B. Zamolodchikov, Conformal symmetry in two-dimensions: an explicit reccurence formula for

the conformal partial wave amplitude, Comm. Math. Phys. 96 (1984) 419.

[4] A. A. Belavin, A. M. Polyakov and A. B. Zamolodchikov, Infinite conformal symmetry in

two-dimensional quantum field theory, Nucl. Phys. B241 (1984) 333.

[5] D. Friedan, Z.-a. Qiu and S. H. Shenker, Conformal invariance, unitarity and two-dimensional

critical exponents, Phys.Rev.Lett. 52 (1984) 1575.

[6] D. Friedan, Z.-a. Qiu and S. H. Shenker, Superconformal invariance in two-dimensions and the

tricritical Ising model, Phys.Lett. B151 (1985) 37.

[7] R. H. Poghossian, Structure constants in the N=1 superLiouville field theory,
Nucl. Phys. B 496 (1997) 451 [hep-th/9607120].

[8] V. Dotsenko, Critical behavior and associated conformal algebra of the Z3 Potts model,
Nucl. Phys. B 235 (1984) 54.

[9] A. B. Zamolodchikov, Infinite additional symmetries in two-dimensional conformal quantum field

theory, Theor. Math. Phys. 65 (1985) 1205.

[10] J. L. Cardy, Operator content of two-dimensional conformally invariant theories,
Nucl.Phys. B270 (1986) 186.

[11] J. L. Cardy, Effect of boundary conditions on the operator content of two-dimensional conformally

invariant theories, Nucl. Phys. B 275 (1986) 200.

[12] V. A. Fateev and A. B. Zamolodchikov, Parafermionic currents in the two-dimensional conformal

quantum field theory and selfdual critical points in Zn invariant statistical systems, Sov. Phys.
JETP 62 (1985) 215.

[13] A. Cappelli, C. Itzykson and J. B. Zuber, Modular Invariant Partition Functions in

Two-Dimensions, Nucl. Phys. B 280 (1987) 445.

[14] E. P. Verlinde, Fusion Rules and Modular Transformations in 2D Conformal Field Theory,
Nucl. Phys. B 300 (1988) 360.

[15] G. W. Moore and N. Seiberg, Polynomial Equations for Rational Conformal Field Theories,
Phys. Lett. B 212 (1988) 451.

[16] R. Dijkgraaf and E. P. Verlinde, Modular Invariance and the Fusion Algebra,
Nucl. Phys. B Proc. Suppl. 5 (1988) 87.

198

https://doi.org/10.1016/0550-3213(88)90179-4
https://doi.org/10.1016/0550-3213(86)90356-1; 10.1016/S0550-3213(86)80006-2
https://doi.org/10.1007/BF01214585
https://doi.org/10.1103/PhysRevLett.52.1575
https://doi.org/10.1016/0370-2693(85)90819-6
https://doi.org/10.1016/S0550-3213(97)00218-6
https://arxiv.org/abs/hep-th/9607120
https://doi.org/10.1016/0550-3213(84)90148-2
https://doi.org/10.1007/BF01036128
https://doi.org/10.1016/0550-3213(86)90552-3
https://doi.org/10.1016/0550-3213(86)90596-1
https://doi.org/10.1016/0550-3213(87)90155-6
https://doi.org/10.1016/0550-3213(88)90603-7
https://doi.org/10.1016/0370-2693(88)91796-0
https://doi.org/10.1016/0920-5632(88)90371-4


[17] F. David, Conformal Field Theories Coupled to 2D Gravity in the Conformal Gauge,
Mod.Phys.Lett. A3 (1988) 1651.

[18] J. Distler and H. Kawai, Conformal Field Theory and 2D Quantum Gravity,
Nucl. Phys. B321 (1989) 509.

[19] H. Dorn and H. J. Otto, Two and three point functions in Liouville theory,
Nucl. Phys. B429 (1994) 375 [hep-th/9403141].

[20] A. B. Zamolodchikov and A. B. Zamolodchikov, Structure constants and conformal bootstrap in

Liouville field theory, Nucl. Phys. B 477 (1996) 577 [hep-th/9506136].

[21] V. Knizhnik and A. Zamolodchikov, Current algebra and Wess-Zumino model in two dimensions,
Nucl.Phys. B247 (1984) 83.

199

https://doi.org/10.1142/S0217732388001975
https://doi.org/10.1016/0550-3213(89)90354-4
https://doi.org/10.1016/0550-3213(94)00352-1
https://arxiv.org/abs/hep-th/9403141
https://doi.org/10.1016/0550-3213(96)00351-3
https://arxiv.org/abs/hep-th/9506136
https://doi.org/10.1016/0550-3213(84)90374-2

	Lecture 1: Classical field theory
	Lecture 2: The conformal group
	Lecture 3: Stress-energy tensor in CFT, conformal Ward identities
	Lecture 4: Conformal families, Virasoro algebra
	Lecture 5: Representation theory of Virasoro algebra, null-vectors
	Lecture 6: Free bosonic CFT I: path integral approach
	Lecture 7: Free bosonic CFT II: Hamiltonian approach
	Lecture 8: Free fermionic CFT, boson-fermion correspondence,  system
	Lecture 9: Operator algebra in CFT, conformal blocks
	Lecture 10: Space of conformal blocks
	Lecture 11: Zamolodchikov recursion formula
	Lecture 12: BPZ differential equation and three-point function
	Lecture 13: Minimal models I
	Lecture 14: Minimal Models II: Ising model
	Lecture 15: Minimal Models III: Tricritical Ising model, N=1 SUSY CFT
	Lecture 16: Minimal models IV: Potts model, W-algebras, parafermionic CFT
	Lecture 17: Minimal models V: Friedan Qiu and Shenker theorem
	Lecture 18: Modular bootstrap I: free theories, minimal models
	Lecture 19: Modular bootstrap II: ADE classification
	Lecture 20: Modular bootstrap III: compact bosons, lattices
	Lecture 21: CFT on the torus I: path integral approach
	Lecture 22: CFT on the torus II: free theories
	Lecture 23: Verlinde formula
	Lecture 24: CFT in curved space and Weyl anomaly
	Lecture 25: 2D quantum gravity, Liouville CFT
	Lecture 26: Liouville CFT
	Lecture 27: Coulomb integrals I: three-point function
	Lecture 28: DOZZ formula
	Lecture 29: Coulomb integrals II: four-point function
	Lecture 30: Coulomb integrals III: screening fields
	Lecture 31: Classical CFT I: correlation functions
	Lecture 32: Classical CFT II: classical conformal block
	Lecture 33: WZW models I: current algebra, Sugawara construction, KZ equation
	Lecture 34: WZW models II: representation theory, integrable modules

